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STEM Education Success Factors in STEM Courses to Improve 

Persistence for Under-represented Student Groups    

 

Larry Musolino 

Pennsylvania State University, United States 

   

Abstract: Disparities in STEM participation and persistence for both gender and ethnicity are well 

documented. Moreover, in some cases these disparities are trending in the wrong direction. For example, the gap 

between females and males in completion of science and engineering degrees increased from about 14% for 

students who enrolled in 2006 to about 17% for students who enrolled in 2016 (1). Studies have confirmed that 

females and other underrepresented groups exhibit lower persistence rates in STEM courses as compared to 

white students. In this presentation various success factors are discussed which can help underrepresented 

students to succeed in STEM courses and ultimately complete a STEM related degree. The success factors and 

initiatives range from faculty specific recommendations to institutional changes. These recommendations also 

include a role for mentors and role models who can help to highlight the importance of STEM occupations in 

the workplace. 

 

Keywords: STEM, persistence, under-represented, success factors  

 

Citation: Musolino, L. (2023). STEM Education Success Factors in STEM Courses to Improve Persistence for 

Under-represented Student Groups. In M. Shelley, V. Akerson, & S. Turgut (Eds.), Proceedings of IConEST 

2023-- International Conference on Engineering, Science and Technology (pp. 1-9), Las Vegas, NV, USA. 

ISTES Organization. 

 

Introduction 

 

Many studies have documented disparities in science, technology, engineering and mathematics (STEM) 

participation and persistence for under-represented groups including female, black and Hispanic students. These 

disparities represent significant concerns in terms of availability of STEM graduates to meet employment gaps, 

salary and income equities, advancements in key areas of energy, engineering, and science. to meet societal 

demands, etc.  Several studies have documented the salary advantages for STEM graduates (Melguizo and 

Wolniak, 2012),  

 

In addition, a diverse STEM workforce can help to produce innovative solutions and discoveries needed to 

address the many technical challenges facing the US.  Improved representation of various minority groups in 

STEM fields can also help drive economic competitiveness for the US, where the global economy is 

increasingly driven by technical innovations. A diverse STEM workforce can also help to provide a wider range 
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of perspectives, experiences, and ideas to technical and STEM related fields, which can result in more 

innovative solutions to complex problems. Varied backgrounds and perspectives often lead to unique insights to 

advance scientific research and technological discoveries. 

 

Given the importance of improving representation in STEM fields for historically under-represented student 

groups, this presentation will provide potential actions and related success factors that college faculty and 

administrators can implement to improve these trends. 

 

Motivating Factors 

 

Current trends in STEM enrollment at US colleges and universities appear unlikely to significantly reduce the 

imbalances observed in STEM participation by women, black and Hispanic students. Recent data continues to 

show wide disparities in employment trends for white workers as compared to these under-represented groups. 

Data from PEW Research Center shows little progress in correcting these disparities despite an increase in the 

number of STEM jobs and an increase in the overall number of STEM graduates.  Based on 2021 data from the 

PEW Research Study (Fry et al 2021): 

 

• Hispanic workers comprise approximately 17% of employment for all occupations, but only 8% for 

STEM fields. 

• Black workers comprise approximately 11% of employment for all occupations, but only 5% for STEM 

fields. In some job categories such as in the engineering field, black workers account for just 5% of the 

workforce and there has been little change in this representation since 2016. 

 

According to recent data from the US Census Bureau (Christnacht and Cheridan, 2021),  women make up nearly 

half the workforce but account for approximately 27% of STEM workers, whereas men make up 52% of all 

workers and account for 75% of STEM workers 

  

The U.S. Bureau of Labor Statistics (U.S. Bureau of Labor Statistics, 2022) projects that STEM jobs will grow 

11% by 2029, adding more than 500,000 new jobs in the American labor market and intensifying a predicted 

gap of 3.5 million open positions in 2025.  Filling this gap will require a concerted effort to improve STEM 

participation for underrepresented student groups. 

 

The typical STEM employee earns significantly more than the overall median wage however there are 

significant pay inequities across various ethnic groups. 2019 earnings data for workers aged 25 and older is 

summarized below (Fry et al 2021): 

 

Median wages for STEM jobs:   $77,400 

Median wages for non-STEM jobs:  $46,900 
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Median wages for White men in STEM jobs:  $90,600 

Median wages for White women in STEM jobs:  $66,200 

Median wages for Black men in STEM jobs: $69,200 

Median wages for Hispanic men in STEM jobs: $73000 

 

 

Figure 1. STEM Job Participation by Ethnicity 
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Figure 2. Percentage of Women in STEM Jobs: 1970-2019 

 

Figure 3. Earnings in STEM jobs by ethinicity 
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Objectives 

 

The primary objective of this presentation is to provide a comprehensive review and discussion for various  

success factors that can improve participation and persistence of under-represented students in STEM courses. 

Not all recommendations are appropriate for all institutions however the goal is to provide a toolbox wherein 

faculty and administrators can select those improvement activities they consider as having a potential impact on 

under-represented student groups at their institution. The goal is to provide suggestions and recommendations 

for faculty and administrators to implement a more inclusive and equitable STEM learning environment and 

thus improve trends for STEM participation for these under-represented student groups.. 

 

Recommendations to improve Participation and Persistence in STEM majors  

 

The following set of recommendations are intended to provide potential success factors to help motivate and 

improve the participation and persistence for underrepresented student groups in STEM majors. Of course, one 

size does not fit all, so faculty and administrations can evaluate and consider those suggestions they deem to be 

appropriate for their institution and student body.  Here are some key success factors and strategies to consider: 

 

• Faculty can consider teaching strategies for STEM related courses to encourage active hands-on 

activities and discovery-based projects. 

o Consider active teaching strategies such as  techniques such as hands-on activities, group 

projects, and real-world applications to engage students and make the content more relatable 

and relevant to students.   

o Consider various teaching methods other than lecture to adapt to student diverse learning 

styles and preferences. Use of a “flipped” classroom is encouraged to allow more in-class time 

devoted to projects and real-world applications and problem solving. 

o Provide clear learning outcomes, student expectations, and course assessment criteria. 

Students should have a very clear understanding of course assessments and what are the 

course requirements to ensure success. 

o Ensure course material follow Universal Design for Learning (UDL) principles to make sure 

that course materials are accessible for all students. 

 

• Consider a support ecosystem for student who are struggling and need assistance. 

o Students often struggle with pre-requisite coursework in STEM majors such as physics, 

chemistry, and calculus. This is especially exacerbated by the recent COVID pandemic and 

switch to remote learning employed by many high schools which led to lower success rates in 

high school science and math courses.  Consider a pre-semester review for some of these key 

pre-requisite courses to help students get off to a successful start. For example, a few days 

before the start of the semester, a chemistry review or algebra review can be scheduled to 
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allow students to brush up on these concepts before the actual semester gets underway. 

o Provide clear methods and instructions to access tutoring support.  Have students contact 

tutors ahead of actually needing assistance so they can understand the process of how to 

engage with a tutor. Consider offering various modalities for tutoring support, for example 

both online and face to face tutoring.  Consider the use of peer tutoring where appropriate in 

that students are sometimes more comfortable seeking out help from a peer. 

o Consider a referral system where faculty can easily refer students for tutoring help early in the 

semester when course performance so indicates. Encourage proactive communications 

between students and faculty to address concerns as soon as possible. 

o Consider workshops or drop-in sessions for topics which are known to cause students 

difficulty in certain courses for certain topics. This supplementary assistance can be offered by 

faculty or peer tutors. For example, in an introductory calculus course, topics such as the chain 

rule or integration by substation typically are challenging for students, so extra workshops and 

practice sessions are typically well received and well attended by students. 

o Consider supplementary student resources for video based supplementary instruction or other 

assistance outside of the classroom.  Sites such as www.khanacademy.org  or 

www.bolster.academy can be useful adjunct sources of assistance for students. 

 

• Consider non-course related workshops for time management skills, study techniques, etc. 

o Some students might have poor time management skills or poor study skills and offering 

workshops or other guidance on how to improve these skills can help with success and 

persistence across a wide range of courses. 

o Consider the transition from high school to college environment for students. Some students 

may struggle with the transition from a more structured high school environment to a less 

structured college environment where student self-reliance and self-motivation are keys to 

success. Offering guidance to students on how  to effectively manage this transition can be 

critical for some students to avoid the sense of frustration and fear for students coming into 

the new college environment. 

o Consider having advisors assist students with careful course selection during the initial 

semesters of college to avoid course overload or course selection which might be 

unmanageable for the student in terms of time demands. Advisors can also assist students in 

STEM fields to carefully consider work related obligations, extracurricular activities, sports 

activities, etc. to minimize overwhelming students to the point where students cannot focus on 

successful completion of coursework. 

o Consider one-on-one mentors for students to offer assistance and guidance for factors such as 

STEM field specifics, employment trends, job opportunities, career guidance, etc. These 

mentors can act as role models to help motivate and inspire students. 

 

• Consider the use of Open Educational Resources (OER) for course materials 
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o Various studies have shown that the use of free or low-cost course materials can have a 

significant impact on student success. (Colvard, Watson et al, 2018). The use of OER 

resources can address financial inequities which cause some low-income students to possibly 

delay or forego the acquisition of course materials. If a student delays or does not purchase 

course materials such as textbooks, online access to publisher systems, etc. due to cost 

constraints, this can put students at a significant disadvantage and ultimately lead to lower 

rates of student success. 

o There are many sources of open-source textbooks for STEM related courses including 

OpenStax, LibreTexts and OER Commons. Consider consulting with other faculty in your 

discipline who may already be using open-source materials for a certain course. 

o There are also sources of open-source ancillary systems for online homeworks, quizzes and 

exams. An example is MyOpenMath which provides free access for students to online 

homeworks, online texts, etc. for various STEM related courses such as math, physics, and 

chemistry. 

 

• Provide research opportunities for students 

o Consider setting up opportunities for students to conduct research in their major.  Connect 

students with faculty conducting research and offer students the opportunity to engage with 

faculty and other college researchers to emphasize the relevance and importance of STEM 

majors on innovation and discovery in the student’s field.  Encourage students to also reach 

out to local STEM industries to possibly engage in research activities with local STEM related 

companies. 

o Consider a Research Symposium at your campus where students can present their research and 

interact with the college community to share research results and experiences. 

 

• Provide a supportive and inclusive environment for students 

o Provide orientation sessions early in the semester for STEM students to explain available 

resources, tutoring assistance, etc. to assure students there is a supportive enviroment to help 

students. 

o Ensure that students have easy access to financial aid related information, scholarship related 

information, financial counseling, etc. to allow students to manage the financial aspects of 

tuition, housing, food, etc. 

o Help to organize study groups and collaborative study sessions for students to promote a sense 

of community and peer support. 

o Provide a quiet area for study and group work where STEM students can work in a distraction 

free environment. Provide any necessary computing facilities or other technology that students 

will need to ensure success in coursework. 

o Provide student resources for mental health and wellness and establish support networks for 

students to help personal challenges that underrepresented students might encounter. 
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• Provide professional development and other career related opportunities for students 

o Consider seminars, panel discussions and visits from STEM industry representatives, together 

with networking events that expose students to STEM careers and opportunities, and allow 

students to better understand actual job functions performed by engineers, scientists, computer 

scientists, etc. 

o Provide referrals for internships, research experiences, and job placements to help students 

gain practical experience. 

o Engage with alumni in STEM fields to visit campus and interact with students to share 

experiences and outlooks for various STEM fields. 

 

• Consider formal tracking and improvement efforts for STEM participation and persistence by 

underrepresented groups.  Celebrate student accomplishments and college improvement activities. 

o Consider collecting data on STEM participation and persistence for underrepresented groups 

such as women, blacks, and Hispanics over time. Publish this data on a periodic basis and 

review this data at various faculty and college-wide meetings. 

o Consider action plans that engage the college community to improve STEM participation and 

persistence for underrepresented groups.  Form working groups or committees to address 

specific components that will target underrepresented student groups with the goal of 

increased participation in STEM fields. 

o Consider specific numeric goals for STEM participation for underrepresented groups over 

time to drive and motivate these improvement activities. 

o Celebrate achievements for underrepresented students through awards, newsletter and other 

collegewide forums. Likewise, celebrate accomplishments and improvements as the college 

reaches or exceeds various goals for STEM participation for underrepresented groups. 

• Consider community engagement and inclusion of other stakeholders 

 

o Consider outreach to local high schools or middle schools such as offering STEM Career Day 

where local high school or middle school students can visit your campus to learn more about 

STEM majors and careers. This outreach can be tailored to underrepresented student groups 

with the goal to spark an interest and curiosity in STEM fields. 

o Organize STEM camps, seminars, workshops and other related events to local organizations 

such as Boy Scouts/Girl Scouts, PTA organizations, local science centers, home-schooled 

organizations, etc. to expose students to STEM related fields and activities. 

 

Keep in mind that these strategies need to be tailored to the specific needs and challenges of the 

underrepresented student groups within your institution or context. A combination of cultural sensitivity, 

administrative commitment, and student engagement is crucial for creating a more inclusive and successful 

STEM education environment for all. 
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Summary 

 

Improving persistence and success for underrepresented student groups in STEM requires a multifaceted 

approach and involvement of faculty and administrators, as well as support personnel.  Success factors and 

potential improvement opportunities to improve participation and persistence of underrepresented student 

groups run the gamut from teaching strategies to supportive learning environment, to use of OER materials, to 

research and professional development opportunities.  By addressing these factors, educational institutions can 

work towards creating a more inclusive and equitable STEM education environment and better serve historically 

underrepresented students in STEM fields. 
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Abstract: Chest X-rays are a common and valuable tool in the diagnosis and treatment of various chest 

diseases. However, interpreting chest X-rays requires considerable medical expertise and can be time-

consuming. Recent advancements in deep learning, particularly convolutional neural networks (CNNs), have 

shown great potential in automating the chest X-ray classification process. Transfer learning, where features 

learned from one task can be used to improve performance on another related task, has been shown to be an 

effective way to train CNNs for chest X-ray classification. In this study, we investigate the performance of two 

pre-trained CNN models, AlexNet and VGG-16, for the classification of 12 different chest diseases. 

Additionally, we explore the use of support vector machines (SVMs) as an alternative to the feedforward neural 

network classifier commonly used in CNNs. We evaluate the models' performance using 60% of the chest X-ray 

dataset for training and 40% for testing. Our results show that the VGG16-SVM model outperformed all other 

models, achieving an accuracy of 96.27% and demonstrating strong feature extraction ability. Our findings 

suggest that transfer learning-based CNN models, particularly those enhanced with SVMs, can be a powerful 

tool for automating chest X-ray classification.  

 

Keywords: AlexNet, CNN, SVM, Transfer learning, VGG16, Convolutional neural networks  

 

Citation: Hassan, M.A., Qaddoushah, R., Almezhghwi, K., Shelag, A., Belhaj, F., & Brka, M.N. (2023). Chest 

X-rays Classification Using CNN and SVM.  In M. Shelley, V. Akerson, & S. Turgut (Eds.), Proceedings of 
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IConEST 2023-- International Conference on Engineering, Science and Technology (pp. 10-19), Las Vegas, 

NV, USA. ISTES Organization. 

 

Introduction 

 

One of the most practical and affordable medical imaging technologies is still chest radiography. The creation of 

medical images of the chest, heart, lungs, airways, etc. is made possible by this technology. A wide range of 

illnesses and disorders, including pneumothorax, interstitial lung disease, heart failure, pneumonia, bone 

fracture, and hiatal hernia, can be identified by qualified radiologists through the interpretation of chest X-ray 

pictures. Cavitations, solidifications, penetrates, blunted costophrenic margins, and small, poorly communicated 

knobs are all examples of chest diseases that can be seen in CXR pictures [1]. Many diseases and disorders, 

including pleurisy, emanation, pneumonia, bronchitis, invasion, knob, atelectasis, pericarditis, cardiomegaly, 

pneumothorax, fractures, and many more, can be diagnosed with a chest X-ray [2]. 

 

Recently, Convolutional Neural Networks (CNNs) have been a subject of considerable attention among medical 

professionals due to their remarkable ability to classify images. Researchers have been inspired to apply the 

knowledge learned by these deep networks after being trained on millions of images to tasks involving the 

diagnosis and classification of medical imaging. However, obtaining large datasets in the medical industry is 

challenging, which makes transfer learning the only option. Transfer learning involves using pre-trained CNNs 

that have already been trained on vast datasets like ImageNet, and applying their learned parameters, 

particularly weights, to a target network model. In this study, we aim to evaluate the robustness of pre-trained 

models such as AlexNet and VGG16, which have been modified by replacing their classifier with a support 

vector machine (SVM).  

 

This modification is intended to prevent overfitting that can occur when using a feedforward neural network. 

Specifically, we will evaluate the performance of these modified networks, referred to as AlexNet-SVM and 

VGG16-SVM, as well as the original networks, in classifying 12 different chest X-ray abnormalities with SVM 

classifiers instead of fully connected layers. We will assess how well these deep learning techniques generalize 

when taught and tested on a large database of 120,112 X-ray images of the chest. Furthermore, we will compare 

the performance of the original networks and the modified networks to determine whether using SVM improves 

the performance of the deep models while avoiding the drawbacks of utilizing a neural network. 

 

Methods 

Deep Convolutional Neural Networks (DCNN) 

 

The deep convolutional neural network (DCNN) is a model that mimics the human visual nervous system's 

tiered structure and uses two-dimensional discrete convolution to analyze images. The back propagation (BP) 

algorithm, introduced by Rumelhart et al. [11], is a useful training method for this type of network. LeCun et al. 
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[12] employed a deep structure network and trained its BP algorithm's parameters to recognize hand-written 

digits with high accuracy and excellent performance. 

 

In general, a deep structure network (DCNN) performs mathematical operations, such as convolution and 

subsampling, within its hidden layers. This allows the network to pick up on various feature levels and 

automatically extract a highly distinctive and useful representation of the input data. Furthermore, the DCNN 

incorporates weight sharing and local connection mechanisms to minimize the number of learning parameters, 

which reduces computation time and expense. The network has exhibited notable performance in various 

domains, including computer vision, biological computation, and the categorization of medical images. 

 

Researchers are inspired by the development of the computer industry to enhance CNN performance by making 

it deeper and more practical. As a result, a CNN with 19 layers was offered and given the name VGG-Net [17]. 

Szegedy et al. [18] also proposed a CNN with 22 layers and given the name GoogLeNet; this CNN also 

incorporates an inception module, which improves the architecture and operating principles of the CNN. 

Moreover, He et al. [19] introduced ResNet (ResNet-152), a CNN with 152 layers. 

 

Medical imaging has made substantial use of transfer learning, which has proven to be highly effective in terms 

of accuracy, training duration, and error rates [16,17,20,21,32,33,34]. For the classification of chest X-ray 

pictures into 12 different classes in this study, two separate pre-trained models were used. AlexNet and VGG-16 

are these two convolutional neural networks. 

 

The construction of the AlexNet using a multi-class SVM in place of a Softmax neural network is depicted in 

Fig. 1.  

 

 

Dataset 

 

The National Institutes of Health - Clinical Center's ChestX-ray14 public database is used to acquire sick chest 

X-rays for the training and testing of the four utilized models [4]. A total of 30,805 unique patients are 

represented by 112,120 frontal-view X-ray pictures in the ChestX-ray14 collection. Since the goal of this work 

is to assess how well pre-trained models perform when fine-tuned on large amounts of data, all photos were 

chosen from this database (Table 1). There are 12 distinct thoracic pathologies included in this database's chest 

X-rays, including pleurisy, effusion, pneumonia, bronchitis, infiltration, nodule, atelectasis, pericarditis, 

cardiomegaly, etc… The chest images in this dataset are 1024 by 1024 pixels, therefore to suit in the input 

nodes of the two approaches, AlexNet and VGGNET16, they were first downscaled to 227 by 227 and 

subsequently to 224 by 224 pixels. Moreover, the images of the database are of grayscale type, and since the 

two employed models require 3-channels input data, images were all converted to RGB by concatenating their 

grayscale channel for three times.  
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Figure 1. AlexNet proposed transfer learning network for the classification of chest X-rays 

 

Figure 2 is a collection of hence they were first downsampled to 227x227 and then to 224x224 pixels to fit in 

the input layer of the two models: AlexNet and VGGNET16, respectively. chest x-ray radiographs from our 
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dataset. 

 

 

Figure 2. Sample of the databases training and testing images 

  

Results and Discussion 

Results 

 

In this study, the pre-trained models used were trained and evaluated on 60% of the accessible data, while the 

remaining 40% were reserved for a held-out test set to evaluate the network's performance. It is important to 

note that the transfer learning-based research used publicly available network weights that were trained on the 

ILSVRC12. The final fully connected layer (FC8) of the pre-trained model was removed, and a new layer was 

inserted containing two output neurons that correspond to the two categories of chest X-rays.  

 

The weights of this new layer were initialized randomly. The five remaining convolutional layers in the network 

were kept to serve as a feature extractor, and their weights were already trained on millions of photos to extract 

high-level characteristics from the input data. Stochastic gradient descent was used for training, with a batch 

size of 200 photos per iteration. 
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Figure 3. Learning curves for AlexNet 

 

The network trained in this study completed 150 epochs of training in approximately 3 hours, achieving a 

training accuracy of 94%. In addition to AlexNet, the VGG16 network was also used as a pre-trained model in 

this investigation. It should be noted that VGG16 is a deeper convolutional neural network than AlexNet, with 

13 convolutional layers (designated CONV1 to CONV13) and 3 fully connected layers (designated FC14 to 

FC16), as shown in Figure 1. Similar to AlexNet, VGG16 also employs a Softmax classifier. The weights of 

VGG16's convolutional layers are also fixed, as they were previously trained on ImageNet to extract higher-

level abstractions from the input images during ILSVRC14. 

 

It's worth noting that in addition to training and evaluating the VGG-16 network, the researchers also modified it 

by replacing the final Softmax classifier with a support vector machine (SVM) classifier. This modification is 

intended to prevent overfitting and improve generalization performance. The modified network is referred to as 

VGG16-SVM. 

 

The VGG16-SVM network was trained and evaluated using the same methodology as the original VGG-16 

network. The results showed that the VGG16-SVM network achieved a higher test accuracy of 94.6% compared 

to the original VGG-16 network's test accuracy of 92.8%. This suggests that using an SVM classifier instead of 

a Softmax classifier can improve the generalization performance of the network. 

 

Using the SVM classifier with the extracted features from the pre-trained networks, namely AlexNet and VGG-

16, resulted in higher training accuracy scores compared to using the fully connected classifier. The AlexNet-

SVM achieved a training accuracy of 94.13% with a minimum square error of 0.076 after 50 epochs, while the 

VGG16-SVM achieved a training accuracy of 96.27% with a minimum square error of 0.0175 after 70 epochs. 
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These networks were trained and evaluated using the same dataset split as the previous networks (60% for 

training and 40% for testing), as shown in Table 1. The classification process involves using the first fully 

connected layer (FC6) of the pre-trained networks to classify the features into 12 different chest diseases using 

the SVM. 

 

 

Figure 4. Learning curves of VGG16 

 

Discussion 

 

Following training, 40% of the available data is used to evaluate 40% of the pre-trained AlexNet and VGG-16 

models. The training performance of every model are displayed in Table 2. As can be seen, VGG-16 was able to 

reach a higher recognition rate of 95.6% while AlexNet only managed to get 93.5% accuracy. Also, AlexNet 

needs 150 epochs instead of the 200 epochs required by VGG-16 to reach its greater accuracy. It should be 

noted that although VGG-16 required more training time, it achieved a lower mean square error (MSE) (0.035) 

than AlexNet (0.097). Figures 3 and 4 show the models' learning trajectories. In those graphs, the error 

variations for AlexNet and VGG-16 during training are shown in relation to the epochs increasing, respectively. 

As can be seen, both networks have received good training; nevertheless, the deeper the VGG-16 network is, the 

more training time and epochs were needed to reach the minimal square error (MSE) and converge. Also, it is 

significant to note that due to the time and epoch differences, VGG-16's MSE was lower than AlexNet's. 
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Figure 5. Learned features of AlexNet 

 

Figure 5 illustrates how AlexNet's learnt features were tailored to categorize chest X-rays into 12 different chest 

diseases. Figure 5(a) demonstrates that the convolutional layer 5 extracts feature at various levels. A sample 

chest X-ray used to explore the activations of AlexNet in particular channels is shown in Figure 5(b). In the 

right-hand image, each square represents an activation, which is the result of a channel in convolutional layer 1. 

White pixels in this image reflect good or positive activations, whereas dark pixels represent bad or negative 

activations. It should be noted that the input image's predominantly gray channel does not activate as strongly. 

 

The accuracy levels attained by the pre-trained models used for the categorization of chest X-rays are displayed 

in Table 2 below. Take note that 40% of the data is used to test the networks. Also, the accuracy is determined 

using Equation 1, which was described in the preceding section. The table demonstrates that during testing, 

VGG-16 outperformed AlexNet in terms of chest X-ray categorization accuracy. It is crucial to note that the 

VGG-16 was anticipated to outperform AlexNet due to the depth difference between the two networks, which 

enables the VGG-16 to extract more advantageous features than AlexNet, leading to a superior performance. 

Also, compared to AlexNet, VGG-16 has a lower MSE, although achieving this wasn't free [23,24,26].  

 

Table 2.  Original networks performance 

AlexNet  VGG-16 

Training accuracy 93.5% 95.6% 

Testing accuracy 89%, 93.2% 

MSE 0.097 0.035 
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Conclusion  

 

Neural networks based on transfer learning were used in this study. Both VGG-16 and AlexNet are applied. To 

learn how to classify chest X-rays into 12 different pathologies, their features from the source problem are 

applied to the new task, the chest X-ray dataset. We conclude that, while differentiating between 12 different 

chest x-ray disorders, VGG-16, a well-designed and deeper architecture of adequate complexity, was able to 

achieve much higher classification accuracy than AlexNet. The model effectively learns mid- and high-level 

features, as shown by the visualization of VGG-16 network taught features. 
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Abstract: Nowadays, computer games have become a daily part of activities of all ages throughout the world 

majorly in developed countries, among the elite in the developing and under-developed countries. This has 

really helped in aiding motivation of the students in learning. However, there are still some challenges in 

implementing this in classrooms. Gamification is the way of incorporating the computer games elements which 

are point, prize, badges and leader boards into a non-game environment. Gamification can also be described as 

the way of helping students to actualize their goals by using mechanisms of game to digitally motivate and 

engage them. This is done in order to derive benefit from the motivation or support given by the game 

environment. In this work, we have analysis about twenty-one (21) published articles in Scopus to determine the 

computer game elements that have the highest capability of motivating students in schools and also that can be 

easily incorporated into our educational system. From our findings, it is certain that students’ performance in 

both secondary schools and tertiary institutions have increased due to the implementation of the gamification.  
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Introduction 

 

Nowadays, the classrooms in schools are equipped with teaching materials that are old; these are materials from 

the age’s past. However, students these days are technology literate and are expected to be engaged with 

technological facilities in schools for the benefit of learning. In developing and developed countries, secondary 

and post-secondary institution students are mandatory to make use of computers during the course of their 

programs. From the survey carried out in 2013 at Holland College which involved 1196 students. It was 

discovered that about 50% of the year one students at the college anticipated that, about 50 % of their course 

materials should be accessed through the internet, with an additional 14% of the students expecting to access 40-

50% of their course materials on the internet. In the college, about eighty-nine percent of the students have their 

personal laptop and literate in using the laptop with internet to access their course materials, course grade, 

assignment, and test. It should also be noted from the survey that about eighty-five percent of the students in the 

college own a personal Smartphone (Shimon Sarraf, Jennifer Brooks and James S Cole, 2014, Marczewski, 

2019).  

 

In some institutions where there is little or no implementation of technology such as gamification, in such 

schools, there is a need for implementation of technology in order to improve learning, motivation and proper 

understanding. An increase in implementation of technology will increase students understanding of content and 

development of skills in such area analytical reasoning, problem-solving, information, evaluation and creative 

thinking (Mohammed et al., 2017; Purgina et al., 2019).  Mohammed T. Al-Hariri et al, 2017 carried out an 

online survey with respect to the use of technology and the kind of devices they use. This online survey was 

carried out on 231 students who offered physiology during their second year at one of five health colleges 

(applied medical science, dental, clinical pharmacy, medicine and nursing). They made use of Pearson 

correlation co-efficient and descriptive statistics to determine the frequency and the relationship between 

technology and learning achievement in physiology courses. From their study, a vital relationship was observed 

between the use of technology by students and their achievements in health college courses. The study also 

reveals that the most used devices used by the students are laptops (50%) and phones (42%) followed by tablets 

(7%), the desktop is the least used with 0.5%.  Educators are determined to find a way of incorporating 

technology into classrooms in order to motivate learning and the engage learner.  

 

Many teens in the United State of America, which is about 87% of the teens aged 12 to 17 now make use of the 

internet. This amounts to about 21 million youth who use the internet roughly from 17 million as compared to 

the survey in late 2000 (Amanda et al, 2005). This has really had a positive influence on the teen in term of the 

usage of the internet for messaging, playing online games and seeking information regards their studies and 

health information (Gallego and Yepes, 2018). Table 1 below shows the statistics of the activities being carried 

out on the internet by teenagers in the United State of America. It was reported that 87% of all the teenagers 
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possess at least one personal media device: a desktop or a laptop computer, a mobile phone or a personal digital 

assistant (PDA). In all 44% of the teenagers said they have two or more devices, while 12% have three, 2% 

reported having all the four types of the devices and 16% of the teen reported that they have none of the devices 

at all.   

 

Table 1.  Activities of United State of America teenagers on the internet 

Activities Percentage Population 

Playing Games 81% 17 Million 

Online News 76% 16 Million 

Online Purchase 43% 9 Million 

Health Information 31% 6 Million 

   

Despite the increase in the number of United State of America teenagers that make use of the internet, 13% of 

them, about 3 million people do not make use of the internet (Amanda et.al, 2005). 

 

Besides, large numbers of Canadian citizen play video games on a regular basis. This covers about 90% of teens 

aged 6 to17 years old and 59% of 18 to 34 years old of the adults have also been reported of playing computer 

games in the last four weeks (Entertainment Software Association of Canada, 2009). In 2010, world health 

organization conducted a survey on health behavior in school aged children to determine the time spend on 

video games by these children, it was discovered that Canadian teens aged 10 to 16 years old spend an average 

of one hour and 51 minutes playing video games each day (Active Healthy Kid Canada, 2014). The average age 

of adult that play video games in Canada is around 31 years old (Economic Modelling Specialist International, 

2014). Video games are being played by both male and female in the society. There were 54% of male that 

played video games in Canadian while the remaining 46% that played video games are female (Economic 

Modelling Specialist International, 2014, Manzano-León et al., 2021). From the statistics of the adult age 18 to 

34 years old that plays video games. It was reported that 40% of them played educational games such as 

puzzles, chess and word games which are games that challenge or develops one’s mental capability 

(Entertainment Software Association of Canadian, 2013; Riar, 2020). 

 

A Game is a rule-based element that gives feedback to the player’s actions, offers an appropriate challenge to 

the player, and keeps a summed record of the actions of the players (Mayer and Johnson, 2010). Hundreds of 

millions of people have been enticed using games across the world and also countless hours and dollars have 

been spent performing menial jobs. However, there must be some way to use this power for other purposes. 

Educational games are designed with the aim of achieving educational goals in supporting and/or motivating 

teaching and learning. The usage of games or games elements in education is no newer and this can be traced 

back to the sixties. Piaget (1962) gives a statement that games could not only help children to master their 

environments but also to create the worlds of their imagination. It should be noted that games encourage 

students to be active in their learning process which supports active learning, problem-based learning and 
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experiential learning. Usage of games or game elements in the lecture hall for students will improve the lecture 

hall atmosphere. Also, in this new generation where most of the students are used to video games, the use of 

video games in the classroom for them, for teaching and learning purpose will be appealing and motivating to 

them. Baraba et. al., 2005; Batson and Feinberg 2006, De Freitas 2006; Papastergion, 2009 say that games or 

game element is more motivating students to learn than non-motivational method.  

 

Over the last years, digital games or game elements have become more pronounced and empirical research 

conducted in psychology has further shown that they have a high tendency of motivational ability. Due to this 

motivational potential that can be benefited from the games or game elements, this has made the industry 

professionals plan to incorporate the motivational potential of digital games into non-game context to 

engagement (Elisa D.M et al., 2015).  

 

However, the ability to identify a computer game that could match the curriculum, is efficient in the classroom 

and that can be used to deliver teaching within classroom stipulated time is challenging. 

 

The great solution to overcome the shortcoming of incorporating games or game elements into non-computer 

game environments to motivate students toward learning may be using gamification. Gamification can be 

described as the use of game design mechanisms in non-game environments (Deterding, Dixon, Khaled and 

Nackle, 2011). Gamification can also be defined as the trend of incorporating game elements to non-game 

environments such as education, marketing, employee performance, social change, and health (Gartner Group). 

Kapp, 2012 defined gamification as employing the use of game-based elements, aesthetics, and game thinking 

to engage people, motivate action, promote learning, and solve problems. 

 

Gamification has been applied to various sectors including business, marketing, health, education, and 

productivity (Muntean 2011; Barata et al, 2013; Pedreira et al. 2014, Oktaberliana et al., 2022). Gamification 

can be used to motivate the learners to be more active physically (Barata et al, 2013; Goehle 2013). 

 

In this work, we have considered analysis of the Scopus articles to determine the computer game elements that 

have the highest capability of motivating students in schools and that can be easily incorporated into our 

educational system. 

 

The rest of the paper is arranged as follows: section II shows the methodology adopted in this research work, 

section III is the analysis of the results and section IV is the conclusion of the work.  

 

Methodology 

 

In this work, the initial search of several databases was considered. Databases such as google scholar, research 

gate, and the web of science were considered to retrieve information used for this work. 
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In this work, twenty-one (21) sources were selected from Scopus articles. The following words such as: game 

like, motivate learner using games, gamification is used for the selections of the articles used for this analysis. 

Scopus articles published between the dates 2000 to 20121 were selected using related words such as game-like, 

gamification, games for motivating the learner. Other related words on educational technology were also 

reviewed for additional studies.  

 

It should also be noted that more recently published research works were the preference for the analysis. 

Although, other articles published in year differ from our preference years were also considered. 

 

At the initial Stage of the search, numerous numbers of articles were retrieved, about one thousand articles were 

retrieved from google scholar, 500 articles were obtained from Scopus, 300 articles were obtained from the web 

of knowledge and about 313 articles were obtained from research gate. As a result of numerous sources and 

redundancy of articles that are not useful for this work. Thus, another approach of filtering the articles from the 

search engines was adopted. Then the word gamification and education are strictly applied to the publication 

field rather than full text. This implies that articles selected for analysis in this work would be the one that deals 

with gamification as core research apart from the one that does not major on gamification but just mentions in 

the context alone. Table 1 shows the statistics of the articles that were able to be retrieved from the database. 

These emerge to 170 articles. 

 

 However, it should be noted that out of all the articles obtained from the different source, only the articles 

obtained from Scopus will solely be used for the analysis in this work. Other works on gamification from other 

databases exclude Scopus were mentioned to acknowledge the work done by author that published in another 

database archive. 

 

Table 2.  Statistics of articles retrieved 

Database No. of articles obtained 

Scopus 21 

Academic.edu 15 

Research gate 36 

Web of Knowledge 09 

Google scholar 89 

 

Some of the studies were carried out using mixed methods while others were based on either qualitative 

methods or quantitative methods for the collection and analysis of the data. 

 

Table 3 shows that the participants in the studies are between the ranges 22 to 242. The analyses are carried out 

to recognize the differences, similarity and to search for themes on the effect of gamification for the motivation 

of students in schools. A qualitative meta-analysis was conducted in order to synthesis the theories, methods and 
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findings of both qualitative and quantitative studies related to gamification (Ke, 2009). A qualitative meta-

analysis is an approach toward formulating a complete depiction of the subject (Ke, 2009). The articles were 

selected for analysis based on their relevance gamification. These articles were read in order to consider the 

specification on the data. It also read to bring out the finding, brings to the conclusion the implications that are 

related directly to gamification. 

 

Table 3. Characteristics of the descriptive studies 

Author(s) Methods adopted Participants Demographics 

Kumar et al., 2012 Quantitative 37 Undergraduate students 

Lu Deng et al. 2017 Mixed method 22 Graduate students 

Tugce Aldemir et al. 

2017 

Qualitative method 118 Department of Foreign 

Language Education 

Charles et al. 2011 Mixed method 18 University students 

Todor et al., 2013 Quantitative method 49 University students 

Barata et al. 2013 Mixed method  242 University students 

Gasland 2011 Quantitative method 44 Science students 

Thom et. al., 2012 Mixed method 32 University computer 

student 

Leaning, 2015 Mixed method Not reported University student 

Mc Daniel, et al., 2012 Mixed method 200 University student 

Haaranen et al., 2014 Mixed method 162 University student 

O’Donovan et. al., 2013 Mixed method 44 University computer 

student  

Meyer 2008 Mixed method 33 Graduate students 

Abramovich et. al., 2013 Mixed method 36 Middle school 

Mayer and Johnson, 2010 Mixed method 117 College students 

Li, dong et. al., 2013 Qualitative method Not reported University students 

Goehle, 2013 Mixed method 60 University students 

Berking et. al., 2013 Mixed method 59 University students 

Gibson et al 2015 Mixed method Not reported Middle school 

Joana Dias, 2017 Mixed method 150 Undergraduate 

management students 

Luma da Rochas, 2015 Quantitative method 61 Elementary public school 

 

Results Analysis and Evaluation 

 

In the analysis of the literature review used for this work, two sub-themes of the gamification were revealed. 

These are elements of gamification and effectiveness of motivation.  
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Elements of Gamification 

 

Table 4 shows the common elements used in the motivation of students towards learning in educational settings. 

The most commonly used elements of gamification in motivating students towards learning are points, 

leaderboards, badges and levels. Within the academics’ settings, O’Donnell et. al., 2013 revealed that badges, 

progress bar, storyline embedded with visual, and leaderboard have the highest motivation ability. Many 

research works do not examine the effectiveness of narratives storylines in motivating students. 

 

Table 4. Common gamified elements for motivation of students 

Authors Gamified elements 

Kumar et al., 2012  Badges, points, levels 

Lu Deng et al. 2017 Badges 

Tugce Aldemir et al. 2017 Badges, points, leaderboard, challenges 

Charles et al. 2011 badges, Points, leaderboard  

Todor et al., 2013 Badges, points 

Barata et al. 2013 badges, Points, levels, leaderboard 

Gasland 2011 Points 

Thom et. al., 2012 Badges, points 

Leaning, 2015 Points, Leaderboard  

Mc Daniel, et al., 2012 Badges and leaderboards 

Haaranen et al., 2014 Badges 

O’Donovan et. al., 2013 Badges, Points, and leaderboard 

Meyer 2008 Points 

Abramovich et. al., 2013 Badges  

Mayer and Johnson, 2010 Points and levels 

Li, dong et. al., 2013 points , Levels  

Goehle, 2013 Badges, Levels  

Berking et. al., 2013 Points and levels 

Gibson et al 2015 Badges 

Joana Dias, 2017 badges, Points , leaderboard, challenges 

Luma da Rochas, 2015 badges   

 

The four commonly used elements of gamification are explained in detail as follows. These common elements 

of gamification are badges, points, levels and leaderboard. 

 

Badges 

 

In other fields rather than gamification, badges have existed for long. The existence of badges can be traced 
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back to 1911 where the boys’ scout of America understood the motivational power of goals, mastery seeking, 

reputation and identity signaling with valued accomplishment (social mediator). Digital badges can be referred 

to as an indicator of skills, quality and accomplishment that can be achieved in the various learning 

environments (Grent, 2013). In academic environments, badges are chosen in a gamified environment in order 

to accommodate different learners considering their motivation levels and abilities (Abramovich et al., 2013). 

Badges serve as an online record of learner achievements for students because as the students advance through 

learning and the accumulate badges at different levels of achievement (Devedizic and Jovunovic, 2015). 

With regards to the impact of badges, mixed results were obtained on students’ motivation and performance at 

the university level. This implies that some researchers discovered that badges support engagement while other 

researchers discovered that there is no impact on students’ engagement and motivation. 

 

Badges are one of the common elements of gamification introduced into courses. From our studies it is reported 

15 out of 21 studies that shown in Table 5 (Kumar et al., 2012, Lu Deng et al., 2017, Tugce Aldemir et. al., 

2017, Charles et. al.,2017, Todor et al., 2013, Barata et al., 2013, Thom et. al., 2012, Mc Daniel et al., 2012, 

Haaranen et. al., 2014, O’Donovan et. al., 2013, Abramovich et. al., 2013, Goehle, 2013, Gibson et al 2015, 

Berking et. al., 2013, Joana Dias, 2017, Luma da Rochas, 2015) 

 

Turmer et al, 2013 suggested that badges introduced a social element to course by allowing students to identify 

with other learners who are working towards the same goals. The learners can also share their badges on social 

media in a situation whereby the social sharing is built into course ware which will make them gain additional 

recognition from their family, friends and peer groups (Turmer et. al., 2013). 

 

Point 

 

 Studies that focused only on the fact that points can be used as motivation and engagement of students are 

considered. Also, more concentration is made on studies that examined the effectiveness of points in 

combination with other gamification elements.  Therefore, a large percentage of the studies discovered that 

points instantly provide feedbacks which motivate students. Many reviewed articles also emphasis that points 

must be used in combination with other gamification elements to be effective in motivating students. 

 

Table 5, shown that points were examined by 14 out of 21 studies (Kumar et al., 2012, Tugce Aldemir et al, 

2017, Charles et al., 2017, Todor et al., 2013, Barata et al., 2013, Gasland 2011, Thom et. al., 2012, Leaning 

2015, O’ Donovan et al., 2013, Meyer and Johnson 2010, Li, Dong et al., 2013, Berking et al., 2013, Joana Dias 

2017). Points are also used as the basis of several elements of gamification. For instance, points are used as 

gamified element of leaderboard and levels (Mekler et al., 2013). Charles et al., 2011; O’Donnell et al., 2013; 

Mekler et. al., 2013 also stated that the task in which points can be awarded which includes solving of puzzles, 

attendance of lectures, completion of practice questions, creativity in assignment and taking parts in class 

exercise.  
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Tugce et. al., 2017 explains the process involves in point as an element of gamification. In his research work, he 

stated that players begin a game from point 0 and level 0. Then as the game progressed, they started earning 

points until they reach, they reach the highest points and highest level where the activities are more demanding. 

It is not usually important, in a situation where the player fails since he will have the opportunities to repeat the 

task or retry the task in order to master the task and the next level (Sott and Neustaedter, 2013). In this case, the 

concept of points can be incorporated in the continuous assessment procedure (Tugce Aldemir et al, 2017). 

Gasland 2011 stated that points based gamified elements were found motivating and engaging students. Mekler 

et al 2013 broadest the fact motivation and engagement of students by points as elements of gamification are 

due to the instant feedback and recognition of an activity in corporate by parts.  

 

Leaderboard 

 

Leaderboards are one of the most used elements of gamification. They have mixed results in respect to the 

impact of leaderboards on the motivation of students at the university levels. To most students’ leaderboard 

gives rooms for competition which motivates the student while other students do not found the competition 

convenient for them. Leaderboard provides instant feedback for students that appreciate competition which 

encourage those students to work more harder to improve their place in the ranking.  

 

Table 5 shows that leaderboard was examined 7 out of 21 studies (Tugce Aldemir et al., 2017; Charles et al., 

2011; Barata et al., 2013, Leaning, 2015; MC Daniel et al., 2012; O’Donovan et al., 2013; Joana Dias 2017). 

Leaderboards create competition and a sense of belonging o to similar minded people (O’Donovan et al., 2013). 

A sense of belonging and competition were provided by the leaderboard. Leaderboard also makes to compare 

achievement to one another. 

 

The essence of leaderboard has a similar purpose to sticker board that has been used by teachers in the 

classroom only that leaderboard have advantage of allowing students to access leaderboard outside the 

classroom. This has allowed learners to devote more time as desired compared to their performance to others 

without anyone else knowing.  

 

Dominguez et al., 2013 suggested that leaderboard is source of motivation as students can observe their 

achievement publicly with instant feedback. Mekler et al 2013 also suggested that leaderboard has encouraged 

the learner to maintain their achievement for long as compared to points and control groups. Some other 

researchers as also made known that leaderboard can be a source of discouragement to the learner who does not 

enjoy competition.  

 

Levels 

 

As reviewed by several authors, levels are used for motivation and engaging students with other gamified 

elements. This implies that it is motivated better when it is being combined with other gamified elements.  Scott 
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and Neustaedter, 2013 says that one of the elements that makes gamification successful in ensuring appropriate 

progression, and sequencing through content and activities in a manner which does not leave the learner 

frustrated but instead ensure an appropriate level of challenge. 

 

Table 5, shown that levels were reported 6 out of 21 (Kumar et al., 2012, Barata et al., 2013; Mayer and 

Johnson, 2010; Li, Dong et al., 2013; Goehle, 2013; Berking et al., 2013). Level and point work hand in hand. 

Therefore, to implement levels, there is a need for the learner to gain points. This implies that the levels of a 

learner are determined by the number of points he has gained. Levels positively impact students’ motivation and 

engagement. With the use of levels as an element of gamification, 93% of students follow the track of other 

levels of achievement while 89% actively worked to obtained achievement (Goehle, 2013). 

 

Effectiveness of motivation 

 

Gamification has really been a better mechanism in the motivation of students in schools. From the studies 15 

out of 21 reviewed articles shows that incorporation of gamification to learning has positive impact on 

motivication and engagement of the students to learning (Kumar et al., 2012, Lu Deng et al. 2017; Tugce 

Aldemir et al. 2017; Charles et al. 2011; Todor et al., 2013; Barata et al. 2013; Gasland 2011; Mc Daniel, et al., 

2012; O’Donovan et. al., 2013; Abramovich et. al., 2013; Li, dong et. al., 2013; Goehle, 2013; Gibson et al 

2015; Joana Dias, 2017; Luma da Rochas, 2015). It also discovered that 9.5% of the gamification elements have 

no effect or negative effect on the motivation and engagement of the students (Thom et. al., 2012; Berking et. 

al., 2013), with 14% which shows a mixed result (Leaning, 2015; Haaranen et al., 2014; Meyer 2008) and 

approximately 5% which result could not be reported from the analysis (Mayer and Johnson, 2010). 

 

As illustrated in Figure 1, it should be noted that badges have the highest effectiveness of motivating and 

engaging students toward learning as compared with other elements of gamification. Points are discovered to be 

the second most useful elements of gamification in motivating and engaging students for learning. The 

leaderboard is the third most used gamified element while level is the least element of gamification that 

motivates students toward learning. It should also be noted that points also have the negative impact on 

motivating and engaging the students.  

 

Table 6. Summary of the gamified elements with the results 

Author Gamified elements Result 

Kumar et al., 2012 Badges, points, levels positive 

Lu Deng et al. 2017 Badges, positive 

Tugce Aldemir et al. 2017 Badges, points, leaderboard, challenges positive 

Charles et al. 2011 badges, Points, leaderboard  positive 

Todor et al., 2013 Badges, points positive 

Barata et al. 2013 badges, Points, levels, leaderboard positive 
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Gasland 2011 Points positive 

Thom et. al., 2012 Badges, points negatives 

Leaning, 2015 Points, Leaderboard  mixed 

Mc Daniel, et al., 2012 Badges and leaderboards positive 

Haaranen et al., 2014 Badges mixed 

O’Donovan et. al., 2013 Badges, Points, and leaderboard positive 

Meyer 2008 Points mixed 

Abramovich et. al., 2013 Badges  positive 

Mayer and Johnson, 2010 Points and levels not reported 

Li, dong et. al., 2013 points, Levels  positive 

Goehle, 2013 Badges, Levels  positive 

Berking et. al., 2013 Points and levels negative 

Gibson et al 2015 Badges positive 

Joana Dias, 2017 badges, Points, leaderboard, challenges positive 

Luma da Rochas, 2015 badges   positive 

 

 

Figure 1. Rate of motivation of students against elements of gamification 

 

Conclusion  

 

Gamification is the incorporating of non-game elements into game environments. These contexts have been 

reviewed in our work to consider their possibilities and motivational value for students in schools for learning 

activities. 

 

Four common gamified features have been considered and their motivational effectiveness has also properly 

been considered as reviewed by other researchers in Scopus database. From our finding, it is discovered that 
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badges have the highest motivational effectiveness as compared to other gamified features. It is also discovered 

that points being the second most motivated gamified also do better when it mixed with other gamified features 

such as levels, badges and leaderboard. 

 

Conclusively, incorporating elements of gamification in our educational system will have a great impact in 

motivating our students toward learning and also toward willingness in engagement in learning. 
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Abstract: Artificial Intelligence (AI) chatbots like ChatGPT and Caktus AI present Computer Science (CS) 

educators with a quandary, while they present the danger of widespread cheating in lower division classrooms 

where the basics of programming are taught, they also present a remarkable opportunity as a teaching aid in 

upper division classes. In introductory coursework, chatbots are able to quickly produce high-quality code, 

complete with an explanation of how the program works, given little input from the user. This makes them ripe 

for uses of plagiarism by students who are struggling to understand the basics of programming. In addition, at 

this level the programs are sufficiently simple enough, often covering only a single concept, to make the AI-

generated copies indistinguishable from those created by other students or the professor. In advanced 

coursework, however, chatbots can just as quickly create starting points for code scaffolding, or code snippets 

that are useful to insert into larger programs to assist with concepts that are not often used or are foreign to the 

student. In these courses, the student is understood to have a grasp on the core concepts and so coursework is 

designed to demonstrate iteratively breaking large, complex systems down into more simplified functions. 

ChatGPT and other chatbots are not intended to replace human programmers, as it lacks the ability to 

comprehend the surrounding context, instead they can be a sophisticated learning tool with the potential to 

enhance Computer Science education. 
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Introduction 

 

Following the release of ChatGPT by OpenAI in 2022, the nature of how we teach, what types of assignments 

we use, and how we can ensure that the material we collect is created by the student has moved to the forefront 

of educational discussions. These concerns form the basis of academic integrity, the foundational belief based 

on the values of honesty, trust, and respect requiring students and faculty to adhere to a set of ethical standards 

(International Center for Academic Integrity, 2021). At the other end of the spectrum from academic integrity is 

plagiarism, the act, either intentionally or unintentionally, of using another’s work without properly identifying 

authorship (Chowdhury & Bhattacharyya, 2018). Plagiarism undermines the integrity of academic effort and 

learning, and as such we as educators must always work to ensure that submissions are the student’s own work. 

In a discipline such as Computer Science this becomes even more important, and difficult. 

 

Long the realm of science fiction, artificial intelligence (AI) first became a mainstream topic in the 1940’s and 

1950’s with the work of scientists like Herb Simon, Vannevar Bush, and especially Alan Turing (Buchanan, 

2005). AI is primarily concerned with ways in which we can program a computer to think like a human. In 

1950, Alan Turing published an article in the magazine, Mind, where he proposed a problem, he called the 

‘Imitation Game’, which we now know as the Turing test (Turing, 1950). The imitation game outlines a 

methodology for testing machine intelligence to determine if the AI program is a success. It can best be 

described as a contest; a person is placed in a room with a computer connected to another unseen room. They 

can ask a ‘person’ in the other room questions in an effort to correctly determine if they are talking with another 

person or a computer program. The first AI program called ELIZA was developed in 1966 to simulate a 

therapist, however its ability to communicate was imperfect, however as computer speed has increased, and 

cloud computing has become more efficient, we have come close to developing an AI possible of defeating this 

test. By far, our best attempts have come in the form of generative applications we call chatbots (Copeland, 

2000). Sophisticated chatbots are now able to understand and comprehend complex requests made by humans 

and form the basis of many home appliances such as Amazon Echo and Google Home. 

 

Among the newest of these chatbots include the ‘chat generative pretrained transformer’, or ChatGPT, and is an 

AI chatbot that is specifically designed to generate human-like text in a conversational style (Cotton, Cotton, & 

Shipway, 2023). It is based on a large language model (LLM) with over 175 billion parameters that was trained 

using Reinforcement Learning from Human Feedback (RLHF) and based on a model in the GPT-3.5 series 

using Microsoft Azure AI supercomputing infrastructure (ChatGPT, 2023). In addition, it is freely available, 

which has allowed the platform to quickly attract millions of interactions. This has further aided its training, 

which was initially performed using over 40 terabytes of text, or close to 40 million books in an Amazon Kindle 

format (Khalil & Er, 2023). This allows it to use deep learning to perform a range of Natural Language 

Processing (NLP) tasks, such as translation, summarization, question answering, and text generation, with little 

to no task-specific training needed (Cotton, Cotton, & Shipway, 2023). 
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As engines such as ChatGPT gained national attention, a small group of AI educators developed Caktus AI, 

which was designed to be used by students who needed assistance in proofreading their essays and written 

assignments. The researchers combined NLP, machine learning (ML), and the power of cloud computing 

infrastructure to create an education specific chat engine capable of not only generating responses based on 

input supplied by the user, but also modifying papers and even including citations to relevant articles about the 

subject (Ju, et al., 2014). 

 

Though the first concern most people have when thinking about chatbots is their ability to aid in plagiarizing 

essays, the problem also exists in computer code generation. These engines can quickly generate functional 

code, in a variety of programming languages, which can cause concerns in Computer Science courses. While 

this is problematic in introductory courses; where the students are learning the basics of programming including 

variables, control structures, logic, and coding style, the problem can be turned into a benefit in later courses 

where the minute details of programming are not as important as the theory, interface design, and structure take 

precedence. 

 

Background 

Code Copying 

 

Plagiarism is the presentation of another’s work or ideas as one’s own without acknowledgement. Although it 

can appear in different forms, there are generally two types of plagiarism (1) textual plagiarism and (2) source 

code plagiarism (Chowdhury & Bhattacharyya, 2018). Of these two, source code plagiarism is the most 

prevalent form seen by most faculty members in Computer Science. We can further break this down into two 

subcategories described by Chowdhury that cover most instances: 

• Clone Plagiarism: the deliberate copy/paste or identical copying of work, this form designates the 

situation where someone presents the work of another person as their own, with or without 

acknowledgment to the original source. 

• Paraphrasing Plagiarism: remix or hybrid plagiarism where a small effort has been made to disguise the 

difference between the original and the copy through the modification of sentence constructs, word 

choices, or grammatical styles without citing the original. 

 

The very nature of introductory Computer Science work lends itself to at least some plagiarism. The student’s 

choice of language is prescriptive, the knowledge of most complex structures is unknown, and so the ways in 

which code can be ‘personalized’ are limited. The growth of generative AI has further clouded the issues as the 

students are not ‘stealing’ code from another student or website, the code is literally generated based on the 

query they input into the engine. This leads to more morally ambiguous conversations, and many would say it is 

impossible to steal a solution from a computer, or call it a victimless crime, since no one’s work was 

compromised, the work is still not the creation of the student and as such should be attributed to the chatbot. 

Further complicating issues is that the main place this type of plagiarism is to occur is in introductory 
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coursework, when the student is learning the material that will be fundamental and necessary for the remainder 

of their career, hindering their ability to progress effectively in the major. No matter how one defines the 

problem, it is one that must be addressed. 

Plagiarism Detection 

 

If a computer has caused this problem, it might make sense to turn to another computer to solve it. In this case, 

plagiarism detection tools that also use NLP and advanced AI to scan and generate a score that can be used to 

grade the likelihood of a particular piece of code being created by a chatbot. The concern is that these detection 

engines are created primarily to detect plagiarism in essays or other free writing exercises, not in programming. 

Textual plagiarism detection can occur between two same or two different natural languages. Based on the 

language homogeneity or heterogeneity of the documents being compared, the detection can be classified as 

either monolingual or cross-lingual plagiarism detection (Chowdhury & Bhattacharyya, 2018). 

 

Monolingual detection programs can be further subdivided based on the use of external references used during 

the detection process as either intrinsic or extrinsic plagiarism detection. Intrinsic detection analyzes the style or 

uniqueness of the authors submission and attempts to detect plagiarism based on own-conformity or deviation 

between the text segments requiring no external sources for detection. Extrinsic detection compares the 

submitted work against many other available relevant digital resources in databases or on the internet for its 

detection (Mansoor & Al-Tamimi, 2022).  

 

Extrinsic detection can be further divided into Source Retrieval, where given a suspect document, a search 

engine is used to identify all plagiarized sources or Text Alignment, which instead seeks to identify all 

neighboring, possibly reused text passages between a given pair of documents (Ali & Taqa, 2022). Development 

of these detection programs have taken decades of research, and currently focus primary on sophisticated text-

matching algorithms to identify plagiarism. Such systems include, but are not limited to: Turnitin, Copyscape, 

Noplag, CheckForPlagiarism.net, and PlagiarismDetection.org (TrustRadius, 2023). 

 

GPTZero is a comparatively more recent model released in the wake of ChatGPT that attempts to predict 

whether a document was written by an AI or human based on a score generated to determine its authorship. The 

classifier has achieved an Area Under the Curve (AUC) score of 0.98. The higher this value, the better the AI 

program is at distinguishing between the two extremes, in our case, student created or plagiarized (Bhandari, 

2020). At a threshold of 0.65, Bhandari tells us that 85% of AI documents are classified as being AI-generated 

and 99% of human documents are classified as human. At a threshold of 0.16, 96% of AI documents are 

classified as AI and 96% of human documents are classified as human. It is recommended that a threshold of 

0.65 or higher is used to minimize the number of human generated programs that are identified as being 

computer creations, also known as false positives. 

 

GPTZero utilizes two NLP concepts, perplexity and burstiness, as guides as it determines the origin of a 

submission (Bowman, 2023). Perplexity is a statistical measurement of how well a language model can predict 
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the next word in a sequence given knowledge of the preceding words and is a way to measure the quality of 

these predictions. In an easy-to-understand example; if your language has 5 words, they each have a 20% chance 

of being the ‘next’ word selected, but if we know that certain words follow other words at a high percentage, 

then we can more accurately make predictions. The score is calculated as the inverse probability of the test set 

normalized by the number of words in the test set. The lower the perplexity score, the better the language model 

is at predicting the test set. Burstiness is a measure used to describe the distribution of words or phrases in text. 

It refers to the phenomenon of certain words or phrases occurring in clusters, or bursts, within a particular 

context, rather than being evenly distributed throughout the text (He, Shen, Chen, Backes, & Zhang, 2023). 

Human generated text usually has a high level of perplexity and burstiness as our minds tend to move around 

between ideas and avoid replicating words and phrases in our text. 

 

If GPTZero is perplexed by the text, then it has a high complexity and it is considered more likely to be human 

written. However, if the text is more familiar to GPTZero, because it has been trained on such data, then it will 

have a low complexity and therefore is more than likely to be AI-generated. Similarly, humans tend to write 

with greater burstiness, for example, with longer or more complex sentences alongside shorter ones, whereas AI 

sentences tend to be more uniform (Bowman, 2023).  

 

This training becomes our problem with trying to detect AI-generated code using ChatGPT or Caktus AI. There 

are only certain ways to code solutions, the language is prescribed, and so very few options are available to 

distinguish human generated code from that generated by a machine, especially at beginner levels. 

 

Methodology 

Data Generation and Collection 

 

To highlight the problems associated with AI-generated code, we chose to gather code from a variety of sources, 

in addition since many schools use different languages in this course, we gathered code in the three most 

popular, C++, Java, and Python. First, anonymized submissions for seven separate laboratory assignments from 

an Introduction to Computer Science course taught in Fall 2022 were collected. These labs covered variable 

assignments, input/output, conditionals, and loops. Second, the researchers created their own solutions to the 

programs in each of the chosen languages. Finally, the assignment text was entered into both ChatGPT and 

Caktus AI, another chatbot that is capable of generating code in a variety of languages. Across all of these 

sources, a total of 91 coding samples were created, 42 of which were generated by AI.  

 

Analysis 

 

These sample code pieces were then run through GPTZero to see if the detection models could correctly identify 

the origin of each sample. In addition to creating a perplexity and burstiness score, GPTZero also rates the 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

39 

findings based on a six-point Likert scale to provide an easily understandable result. The scale ranges from 

“Likely to be written entirely by a human” to “Likely to be written entirely by an AI”. 

 

Results 

Initial Findings 

 

After uploading the code, the perplexity and burstiness scores were recorded (Figure 4) along with the Likert 

scale explanation of values. 

 

 

 

Figure 4. Comparison Analysis for individual lab assignments 
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False Results 

 

As shown in Figure 5, despite the fact that 46% of our submissions were computer generated, only 7% were 

identified as such. Much of this comes from the nature of computer programming and the language models that 

GPTZero was trained on. In Computer Science we often remark that we are learning a new ‘foreign language’ 

each time we learn a programming language, and this is actually true. Programming languages have rules of 

syntax, punctuation, capitalization, and overall structure that differentiate them from one another, the same as 

natural languages do. 

 

Since GPTZero was trained using an English language, by modifying the language of our submissions we 

created a problem called a ‘cross-language translation check’. These types of checks are extremely difficult for 

the engine to uncover since most of the rules related to perplexity and burstiness are different as you change the 

language being considered. 

 

While this result was not unforeseen, it is nevertheless unfortunate and highlights the concern educators have 

with students using engines like ChatGPT to code their introductory programming assignments. If the program 

works, and your AI detection program cannot distinguish between computer generated and human generated, 

then how can we stop entire classes from avoiding to learn the basic programming skills that are necessary to 

thrive in our profession. 

 

 

Figure 5. Likert Analysis of Submissions 

 

Discussion 

 

Even though cheating is a significant concern with lower-level Computer Science courses, ChatGPT can be an 

effective teaching tool with upper-level courses. As we begin to unlock the power of engines such as ChatGPT, 
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we can begin to answer questions on its usage. How can generative-AI be incorporated into how we train 

students to effectively use these tools in solving real-world programming problems? How can we foster their 

creative thinking skills, instead of their memorization skills? How can this be utilized to improve debugging and 

troubleshooting errors? How can this be utilized to teach better coding skills? How can this be used to better 

understand how to extract data from a relational database? Education should help prepare today’s students for 

the jobs they will have upon graduation, which includes being well-versed in how to use modern technology.  

 

By the time students take 300/400 level college courses they should have already developed a mastery of 

fundamental programming principles. This allows code generated by ChatGPT or Caktus AI to be more of a 

reference aid, rather than a tool simply used to commit plagiarism. This learning should include information 

about effectively crafting prompts in ChatGPT to allow the students to become better programmers, a practice 

known as “prompt engineering” (Lawton, n.d.). These skills can also aid in debugging and troubleshooting and 

has the potential to revolutionize the learning of the Structured Query Language (SQL). 

 

Sample code can often be the best documentation, as text and code are different languages for programmers. 

Good troubleshooting and concise code snippets, that one can quickly understand and easily reuse with minimal 

side effects, are often the best tools for programmers to possess. The code should build without errors, perform 

the task it claims to perform, and follow language specific conventions (Google, n.d.). ChatGPT can create 

effective sample code for upper division Computer Science students to learn from and model after. For instance, 

given the prompt “write a C# function using ADO.NET to create a database record in a table called Contacts 

with fields for First_Name, Last_Name, and Email_Address” ChatGPT will not only generate the sample code, 

but it will also provide a summarized explanation of the code and an example of how to use the code.  

 

Data plays a vital role in any program, and strings are one of the most useful data types in any programming 

language. A string is traditionally thought of as a simple sequence of characters, but when combined with 

serialization it is a powerful tool for storing complex data structures. For many objects, this is not as 

straightforward of a process, as often there are no associated methods (functions) for working with this new 

data. Parsing data is the method of converting from one format to another and is often used to assist in making it 

readable through string manipulation, for instance extracting a specific piece of data from a serialized string. 

 

String manipulation is a complex programming task that involves splitting a string into a character array, 

looping across array elements, checking for a specific sequence in the string, and then extracting the new 

substring. It also involves checking if a string either begins or ends with a specific sequence, reversing 

characters, copying a string, and padding a string to a specific length (Arunodi, 2022). This process has been 

simplified when working with XML and JSON formatted strings with the System.Xml and System.Json 

namespaces in the .NET Framework, but what about working with unconventional serialized data? 

 

ChatGPT's ability to remember conversations allows it to be trained on a specific data format, for instance, by 

asking it to "assume you have data in the following format:” 
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text^name1^John~text^secondname1^Smith~email^email1^john.smith@gmail.com~text^pho

ne1^6306173500~textarea^details1^Test 

A subsequent prompt of "write a C# function that extracts email1 from the data" generates the code found in 

Figure 6. Using ChatGPT allows students in upper-level courses who understand the process of string 

manipulation to parse complex data types by generating the code they need without spending hours of trial and 

error attempting to manually manipulate the data. 

 

These AI models have been trained on large amounts of text data, including information about software 

development, best practices, design patterns, and programming languages (Surameery & Shakor, 2023). This 

gives it an ability to find and fix bugs in code, it can offer suggestions to correct code potentially automating the 

debugging process, or at least it can provide better explanations of errors. 

 

Students and programming professionals spend countless hours researching coding errors on Stack Overflow 

and search engines, which ChatGPT has the potential of replacing. For example, when programming an 

application using ADO.NET to connect to a database a common error is “Item cannot be found in the collection 

corresponding to the requested name or ordinal.” A search on Stack Overflow for this exact message yielded 92 

results with a similar search on Google yielding over 203,000 results, the first of which being a Stack Overflow 

posting (StackOverflow, 2014). This posting presents several attempts to answer the question, many of which 

are unsuccessful and at times unrelated to the original question. Instead, a prompt to ChatGPT of “What does 

the following .NET error mean: Item cannot be found in the collection corresponding to the requested name or 

ordinal” yielded a simple and coherent explanation of the error message and its solution.  

 

 

Figure 6. Sample Code Generated by ChatGPT 

 

In the future, generative-AI has the potential to change how SQL is taught to students. Instead of focusing on 

the syntax of the language and the relational algebra that underpins it, students could focus on understanding the 

output of their desired dataset. Just as pseudocode focuses on a plain language description of the steps in an 

algorithm initially taught to early programming students, a focus on the English like results of a query could be 

taught to those in a database class. Like how Business Intelligence tools such as Microsoft Power BI and 
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Tableau have allowed non-developers to easily query a database through a drag-n-drop interface, the use of 

generative-AI has the potential to transform how SQL queries are taught. 

 

Complex queries can easily be created by focusing on the desired outcome and allowing ChatGPT to interpret 

and generate the necessary SQL code. For instance, given the prompt “There are two tables in a database called 

Banner and BannerTracking. Create a query that returns the Banner_Name and Banner_Link columns and sums 

of all Impressions and sums of all Clicks between 11/01/22 and 11/31/22” it not only generated the correct 

query, ChatGPT also provided an explanation of the query’s function noting the JOIN on a shared field called 

BannerID and the date range needing to be expressed in the ISO format ‘YYYY-MM-DD’.  

 

Conclusion 

 

Computer Science education is constantly changing to keep pace with the most recent advances in technology 

and to adapt to the shifting requirements of the software engineering industry. While AI will certainly have an 

impact on the field of software engineering, it's unlikely to replace human developers altogether. Instead, AI 

will complement human skills and help improve software quality and productivity (Hassan, 2023). It is likely to 

create new opportunities for human developers with different skill sets (CodeQuotient, 2023). ChatGPT is not 

intended to replace human programmers, as it lacks the ability to comprehend the surrounding context, instead it 

is an educational and learning tool with the potential to make programmers more productive. 

 

It is one thing to understand how abstraction and encapsulation in object-oriented programming forms a black 

box, it is another to believe that it is simply black magic. The true challenge with generative-AI in Computer 

Science education is the same as it is the need to strike the proper balance between theory and practice. 
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Abstract: This proposal introduces a Big Data Marketing Plan that aims to leverage the power of big data 

analytics to enhance an organization's marketing efforts. The plan focuses on utilizing existing customer data to 

gain insights into customer behavior, trends, and preferences. By analyzing this data, the organization can 

develop targeted marketing campaigns, improve customer retention, and attract new customers. The proposal 

outlines the scope and purpose of the project, identifies supporting and challenging forces, presents a model for 

the marketing plan implementation, discusses the necessary infrastructure and software tools, and highlights the 

anticipated results of the project. The expected outcomes include the creation of successful marketing 

campaigns and the ability to provide instant predictive feedback to customers, leading to increased sales and a 

better understanding of the customer base. Overall, the implementation of a Big Data Marketing Plan enables 

organizations to optimize their marketing strategies and achieve improved financial performance.   
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Introduction 

 

An effective marketing plan that takes advantage of big data analytics will help an organization understand its 

customer base and better serve them (Erevelles et al., 2016). This proposal outlines several different areas of a 

potential marketing plan that takes advantage of the power of big data analytics. Sections following include the 

scope of the project, the purpose of the project, supporting and opposing forces, a proposed model for the 

marketing plan, an analytical plan, and a discussion of the anticipated results of the project. 

 

Purpose and Scope 

 

The scope of this project is to create and implement a marketing plan to leverage data already collected from 

customers. The assumption is that the customer database has at least 500,000 records. The organization may 

significantly benefit from the improved marketing plan. This plan will take into account the existing customer 

database, which needs to be of sufficient size to leverage big data technologies. The organization will better 

understand customer trends; in other words, the company will have a clearer idea of what their customers are 

purchasing, when those items are being purchased, and in what quantities. These trends can then be used as 
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inputs for the marketing plan, and campaigns can be created to target previous customers, customers who have 

purchased a particular item, and customers who have purchased similar items. The marketing campaigns can 

also include referral bonuses for customers who refer friends and family to the business. Overall, the purpose of 

the marketing plan is to use marketing intelligence to create successful marketing campaigns targeted at the 

above customers.  

 

Before continuing the treatise regarding the marketing plan, it may be helpful to define some terms to ensure 

that all discussions occur on common ground. Big data is defined as “a collection of data that is too large and 

complex to be analyzed by traditional means (Merriam-Webster.com, 2020)”. Additionally, marketing 

intelligence can be defined as business intelligence or big data analytics with a marketing focus (Fan et al., 

2015). With these definitions, a meaningful discussion can be had regarding marketing intelligence and big data.  

 

Supporting Forces 

 

There are several supportive forces in this effort and several positive results that may come from the 

implementation of the new marketing plan. The most significant supporting force is the power of the buyer, 

which is one of the leading forces in marketing (Pearlson et al., 2016). If a purchaser can be convinced to 

purchase again from the company, the purchaser receives the desired product. In contrast, the company makes 

another sale and both sides of the transaction benefit. The company is motivated to sell to their customer base, 

however, as customers can take their purchasing power to another company at any time (Pearlson et al., 2016). 

 

The proposed marketing plan carries several benefits to it, including customer retention and customer attraction. 

Customer retention will first be discussed. The big data analytic portion of customer retention involves 

capturing and analyzing customer purchase data. This data can be the foundation of an effective marketing 

strategy (Warner, 2019). In addition to tracking customer purchases, site searches can be collected and analyzed 

to determine what the most current shopping trends are. 

 

Customer attraction is closely related to customer retention in that new customers need to be obtained to 

enhance and strengthen the existing customer base. Potential customers need to be impressed with the company 

and its offerings. If those potential customers can be reached where they are, they may be more likely to 

purchase items from the organization. Reaching customers where they are likely means reaching them on their 

devices, either through targeted advertisements, gaming platforms, or via other social media outreach efforts.  

 

Challenging Forces 

 

There may be several challenging forces to this effort. The most significant challenging force may be the actual 

collection of customer information as well as purchase information. Another challenging force could be the 

proper capture and analysis of site searches; if those data are not adequately captured and analyzed, appropriate 

marketing campaigns targeting trending searches will likely not be created and implemented. If these 
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components cannot be captured and analyzed, then the scheme to create appropriate marketing campaigns will 

fail. 

 

Another challenging force may be ensuring the privacy of individual consumers. The company privacy policy 

and terms of use must clearly state what information will be collected, what it will be used for, how long the 

information will be stored, and when it will be disposed of. If a customer decides not to allow their information 

to be used by the company, they may choose not to do business with the company. The company will then lose 

out on that information. 

 

Methods 

 

This proposal makes two assumptions about the company storage and analysis capability: there is not enough 

storage for the data involved, nor are there appropriate software tools for analysis. The storage and retrieval 

issues will be discussed first. Since the company has not previously had a big data solution, it likely does not 

have an architecture that can appropriately store a large amount of data. A Hadoop infrastructure may be most 

appropriate to store the gathered data. According to Borthakur (2019), a typical Hadoop infrastructure consists 

of machines set up in a master/slave relationship. In this case, the master machines are known as Namenodes, 

while the slaves are Datanodes. The Namenode contains metadata for the collected data, including data block 

name, location, and other metadata. The Datanodes control the attached storage that contains the actual 

information. A client machine would be able to read information from the Namenode and the Datanode, but 

would not be able to write information to the Datanode. A trusted process would insert data into the Datanode 

and write the metadata to the Namenode. 

 

The Hadoop infrastructure is designed to be highly adaptable and flexible. While data is located in multiple 

places, the retrieval system is fast, as only metadata is being searched via the Namenode (Borthakur, 2019). 

Data can be replicated in several different Datanodes depending on available storage capacity. The metadata 

store is continuously updated with current locations of data slices. This replication process fills several needs: 

data redundancy, physical media failure, environmental failures, data cluster balancing, and ensuring data 

integrity (Borthakur, 2019).  

 

Regarding the analysis of the data stored in the Hadoop infrastructure, the software package R is a robust and 

mature package that allows for both keyword analysis and predictive analysis. R and its accompanying graphical 

user interface, RStudio, have several advantages to the organization. First, R is free and open-source software; 

this means that the company can obtain and modify any part of the code for free in accordance with the license 

agreements that accompany R. Second, R can adequately ingest and analyze the required amount of data. Third, 

R can adequately perform linear regressions and predictive analyses, as well as keyword analyses and text 

mining (Smith, 2012). 
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Model 

 

A plausible model for this analysis could consist of several steps. First, the data needs to be obtained. This 

should be available from order receipts and site analytical data to include search terms. The data then enters the 

Hadoop infrastructure. The data is then extracted and analyzed via R. Specific attention is paid to recurring 

keywords and other general trends. Next, the trending keywords can then be used to create a marketing 

campaign. Finally, the marketing campaign can contact existing customers directly that purchased items 

matching the identified keywords and social media ads can be purchased featuring products with the identified 

keywords. A flowchart version of this is located at Figure 1.  

 

Figure 7. Plausible model for big data marketing campaign. 
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This model has the advantage of always considering customer trends when designing marketing campaigns. As 

consumers are executing more searches and purchases, more data is being fed into the model. The more data 

that is available, the more accurate the marketing campaign will be.  A potential disadvantage to the model is 

that the marketing campaigns that are based on trends may be slightly behind the trend due to the time it takes to 

create and execute the campaign.  

 

Analytical Plan 

 

As part of the model previously described, an end-user will run R queries against a set of data, usually bound by 

time. Two types of analyses should be run: keyword frequency analysis and predictive analysis. The keyword 

analysis will give the company an excellent idea as to keywords that are used frequently in site searches and in 

site orders. It may be helpful to assign keywords to individual items to assist in the keyword analysis. After the 

keyword analysis is complete, a marketing campaign can be designed around the keywords that resulted from 

the analysis. 

 

Predictive analysis is also useful. In this manner, an analyst can predict the future behavior of customers 

(Salesforce, 2020). An example of this type of analysis is presenting customers with similar products based on 

what they have purchased or searched for previously. The metadata of the purchases and searches is analyzed 

instantly to present the customer an immediate experience that involves items that they may be interested in as 

they are currently and actively shopping (Salesforce, 2020). When combined, keyword analysis and predictive 

analysis are potent tools for a marketing team.  

 

Analytical Results 

 

When the model explained above is used by an organization, the expected results of the various analyses are 

twofold: concrete marketing campaigns and instant predictive feedback to customers. These sound like simple 

goals, but they could be very complicated. A poor analysis would result in either unusable or unreliable 

keywords to be used in marketing campaigns, an unreliable or inaccurate predictive analysis, or both. Having 

both types of analysis be inaccurate or unreliable could be considered a worst-case scenario. The change to the 

organization would be positive sales numbers from the result of the marketing campaigns as well as successful 

conversions resulting from the predictive analysis portion of the plan.    

 

Conclusion 

 

In this case, big data analytics enhances the organization by providing more sales of products. More sales of 

products are typically a good situation for the company as higher sales mean more jobs, more inventory 

turnover, and, ultimately, a better bottom line. From a more general point of view, big data analytics provide 

companies with more information about and visibility into their customer base, allowing companies to 
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understand them on a level that has not been possible previously. Understanding customers will ultimately 

enhance the financial standing of the organization and allow the organization to continue in its chosen market 

area.  
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Abstract: The global economy is constantly in a state of fluctuation, with the interactions of the global market 

having significant and long-lasting impacts on other nations. Currencies are essential to such a topic, their 

fluctuations having far-reaching global effects on businesses, governments, and consumers. As a currency grows 

weaker or stronger compared to other currencies, it can impact everything from travel costs to shipping fees and 

even gross domestic product (GDP). Given this significance, this research aims to develop a system that can 

predict shifts in currency values using machine learning techniques. By anticipating these changes, businesses 

and governments can take proactive steps to mitigate risks and seize opportunities. To achieve this goal, we 

conduct a comparative analysis of machine learning practices, with a specific focus on preprocessing. By 

examining the impact of different preprocessing techniques such as min-max scaling and mean normalization, 

we can gain insight into the most effective methods for improving prediction accuracy. To maximize the 

versatility, accuracy, and reproducibility of our system, we use publicly available data on currency exchange 

rates and automatically extract the relevant information through web scraping. In this research we utilize 

popular predictive models including autoregressive integrated moving average (ARIMA), exponential 

smoothing, random forest, and long short-term memory neural networks (LSTM NN). We compare the 

performance of each model using the root mean square error (RMSE) metric and our experimental analysis 

displays that LSTM outperforms the other approaches in predicting currency shifts when considering accuracy. 
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Introduction 

 

The U.S. economy is in a constant state of fluctuation, the world economy even more so as the boons or follies 

of any particular country could have a rippling and even long-lasting effect on other countries. Currency, 

naturally at the foundation of such a topic as shifting economies, sees its share of fluctuation as well. From a 

consumer standpoint, a shift in currencies means that their native currency could now be worth more compared 

to a foreign currency. This is referred to as a currency becoming stronger than the other currency, and implies 
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that, if a consumer travels to where the weaker currency is used, they could stretch their currency to buy more 

things relative to what they would be able to purchase in their own country.  

 

Large organizations like hedge funds on the other hand see this economic shifting as an opportunity, and a large 

market is built upon foreign currency exchanging, known as the portmanteau forex market. The forex market 

system allows people to exchange one currency for another, where the idea is to essentially gamble that the 

currency one trades to will become stronger or remain stable while the currency exchanged will become weaker. 

After some time, the other currency could then be exchanged back into the original currency, and the profit 

would be the difference between the growth after being exchanged and the original currency value before 

exchanging. 

 

The difficulty in this scenario, whether viewing from a consumer or a commercial perspective, is that it is very 

challenging to accurately predict which currencies are going to change and if any particular currency is going to 

become stronger or weaker. Considering the great versatility of machine learning and its proclivity for finding 

patterns in data that are inconclusive or at the very least inaccurate to human judgement, it is a promising 

solution for making such predictions. That being said, not every machine learning model is best suited for time 

series, nor for forecasting. Therefore, much care has to be taken to train the correct models with properly 

formatted datasets.  

 

The purpose of this paper is to better prepare for currency and intercurrency inflation all over the world by 

utilizing machine learning (ML) models, while conducting a comparative analysis of such models as well as ML 

preprocessing techniques that could bring higher accuracies. This is accomplished by training forecasting 

models on historical data of exchange rates between the U.S. dollar (USD) and all other currencies. In order to 

do this, the data must first be collected and standardized for the models to be able to return an accurate forecast. 

This is a step that commonly introduces human error and can be labor intensive. To resolve these issues, a large 

portion of this project is dedicated to automatically scraping the necessary data from a website.  

 

Web scraping refers to a data extraction technique that, once fitted to a specific website and its HTML structure, 

can fetch and save the data from the website. This allows any currency to be selected, and then that currency’s 

exchange data is collected from an updated, online source and automatically formatted as input for the modeling 

process. An added benefit of this data extraction method is that it is extremely swift and can be conducted from 

any internet connected device without having to configure any data files. 

 

Background 

 

As with any ML endeavor, one must understand the foundational aspects of the data to be able to train the 

models correctly. Concerning currencies, there are numerous ways to compare them. The greatest issue in the 

comparison of such complex systems is that it can be difficult to quantify what one currency is worth compared 
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to the other. Take for example purchasing power parity (denoted as PPP), which is a metric that compares the 

prices of common items in two countries.  

 

If I get a metaphorical basket of goods in the U.S. including rice, a bottle of Coca-Cola, and an alcoholic 

beverage, get their associated prices and that of the same quality and quantity of items in France, then I can 

compare and average the difference to get a ratio. That ratio is the PPP from USD to the euro (localized in 

France). This is only a simplified example of the process, and finding an accurate PPP of currencies can take a 

lot of legwork and/or require proprietary databases, neither of which are readily available in the scope of this 

project. Another difficulty of using PPP as a comparison metric is that there is no real standardization for its 

calculations. Consequently, considering many different and complex currency comparison metrics, basic 

exchange rates were used in this project to easily standardize the method of finding the data and to increase the 

versatility of the system, since foreign exchange rates are the most accessible metric. 

 

Concerning the specifics of my work and its reproducibility, I developed this project utilizing Python 3, in the 

Jupyter Notebook coding environment. I used the Selenium and webdriver libraries to automate access to the 

chosen website, a subpage of OECD.org (Organization for Economic Co-operation and Development). 

Selenium was used over other libraries like Requests, because Selenium is more tolerant to slow/lazy-loading 

sites/tables as it fully loads the page before returning the output. Once the html source code was extracted, I 

used the BeautifulSoup library to select the table that contained the data elements. After splitting the data into a 

Pandas DataFrame, the dataset was quickly split into training and validation segments using Scikit-learn’s train-

test-split function. A comparative analysis of common ML preprocessing measures was conducted by creating 

three models per model type, each with different preprocessing on their associated dataset; the first dataset had 

no preprocessing, the second had mean normalization, and the third had min-max scaling. 

 

The Pandas and NumPy libraries are used throughout for data manipulation, and the statsmodels, TensorFlow, 

and Scikit-learn libraries were used to create the models. The models included in this research are exponential 

smoothing (ES), autoregressive integrated moving average (ARIMA), random forest regression (RF), and a 

recurrent neural network (RNN), more specifically a long-short term memory (LSTM) model. These models 

have been chosen specifically for their utility in time-series forecasting, with ES being used primarily as a 

baseline standard to compare the other models to.  

 

The metric used to compare the models is root mean squared error (RMSE), which calculates the forecast error 

from the actual values as found in the validation dataset. Lower value RMSE scores imply that the associated 

model predicts values closer to the actual values, and thus the model could garner more trust in further 

forecasting outside of training and validation datasets. Another benefit of using RMSE values is that they are in 

the context of the situation. This means that an RMSE value of 0.04 (see Figure 1) tells us that the model’s 

forecasting were incorrect, on average, by 4 cents.  
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Figure 1. ARIMA model with min-max scaling on European Union (EU) data 

 

In order to safeguard from file corruption or similar file loss, GitHub was used as a code repository and the 

Jupyter Notebook file was periodically uploaded during the duration of the project.  

 

Results 

 

Considering first the effect of ML preprocessing on RMSE values, I found that mean normalization generally 

allowed for the lowest and thus best values, followed closely by min-max scaling (see Figure 2).  
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Figure 2. Model RMSEs with mean normalization and with min-max scaling, on EU data 

 

Then there was usually a relatively large divide between the two and the model that was trained and tested on 

non-processed data. However, I found this was not the case for all country datasets. Specifically, the ARIMA 

and ES models trained on the dataset without processing would generally produce the best RMSE values for that 

model type, followed by mean normalization and then min-max scaling.  

 

 

Figure 3. ES forecasts with no preprocessing and with mean normalization on Russian data 
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This can be seen in the Russian data (see Figure 3), although the specific country matters little because it is not 

the currency necessarily that mattered, but the way the data followed a pattern.  

 

Figure 4. Russian data KPSS stationarity test results 

 

I utilized a KPSS stationarity test (see Figure 4) to find if the data was non-stationary and thus had an 

underlying trend. Finding significant p-values less than a standard 0.05 alpha and test statistics larger than most 

of the critical values, I concluded that the datasets that behaved this way were indeed seasonal/non-stationary. 

This is very important in time series forecasting, because knowing that a dataset has seasonality changes which 

models are best suited for the forecasting, specifically that SARIMA (Seasonal ARIMA) should be used over 

ARIMA, and the seasonal variation of ES should be used. LSTM and RF on the other hand are able to deal with 

seasonal and non-seasonal data without any alteration, and so these models generally followed the pattern of 

mean normalization performing best followed closely by min-max scaling and further by the non-processed 

dataset. This issue could be avoided in production by using the output of the stationarity test in a conditional 

branching, where if the p-value is below a set alpha then seasonal and seasonal-tolerant models would be used 

for the forecasting instead of non-tolerant models like ARIMA and ES.  

 

Concerning the performance of the models when trained with the highest performing preprocessing, I found that 

LSTM would generally outperform ARIMA and ES, with RF trailing behind (see Figure 5).  
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Figure 5. All model types with mean normalization on EU data 

 

Granted, I feel confident that, if given more time to configure the LSTM models, I would have been able to 

make the prediction accuracy even higher. A common complication of using neural networks (NN) in ML is that 

they often have a lot of configuration choices that must be made, are easy to overfit, and require much longer 

training times compared to other models. However, considering the first point, their many configurations allow 

NNs to be more versatile on different datasets, which is something especially useful in this case.  

 

That being said, I highly recommend LSTM on the basis of it’s accuracy, sophistication, and versatility. While 

taking notably longer to train compared to the other models, LSTM is a great example of the potential of NNs in 

machine learning, although much is still to be done in terms of model explainability, as LSTM is a difficult-to-

understand black-box model. Furthermore, ARIMA and ES are also commendable given that they both require 
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very little configuration for any dataset and are a fast way to get forecasted values. Additionally, they are both 

white-box models, meaning that the output of each can be easily interpreted to find how they reached their 

conclusion. RF, while also very simple to apply and fast at training and testing, is a black-box model and lacked 

the high performance seen in the other models; not to say that it performed poorly, but on average it did not get 

close to the RMSEs of the other models, which is somewhat visible in Figure [2]. Considering the best model 

overall following LSTM, I would recommend ARIMA over ES due to the fact that it returns multiple values in 

predictions instead of a single value spread across the forecasting timeline. This makes it potentially more useful 

if one is unsure of how exactly a currency is going to behave, and understanding that it is projected to fall before 

reaching highs in the next years can be invaluable when actual money is on the line. 

 

Conclusion  

 

The goals I had set for this project have been satisfied, although admittedly not in the scale to which I had 

previously expected. I created a web scraping tool to automate data collection, although due to the sensitive 

nature of web scraping it is still vulnerable to changes in a website’s HTML minutiae. I combated this by 

thoroughly documenting my code and creating redundant checks to allow data transparency throughout the 

process so that troubleshooting can be easily and quickly resolved in the future, which came in handy when I 

was initially trying to use the Requests library to scrape the data.  

 

Secondly, I successfully created multiple models to forecast values of currencies, while analyzing and reaching 

a valuable conclusion on different preprocessing techniques and how they improve model accuracies over not 

taking this common step. I was originally hoping to test and compare many more models, although not all 

models are suited for time series and of the models that are, not all are easy to apply in their current 

implementations. Much in the same fashion I was intending to test more preprocessing techniques, although 

because of the limited time allowed I was forced to choose the two methods that I found best represented their 

specific preprocessing technique.  

 

In the overall development of this project, a large challenge that I faced was being very limited on time. Which 

became especially difficult when issues arose that would often take multiple hours to resolve or to find a 

workaround, sometimes taking quite a while to even identify the issue. These occasional brick walls would halt 

my forward movement and force me to shift my personal time expectations on the project, something that I have 

struggled with in the past.  

 

Considering my past work in comparison to this project, my previous guided research into machine learning 

classifications and forecasting were each over two months in the summer. This meant that I was able to focus on 

my deadlines and research without having much else to worry about outside of my work, and my deadlines were 

also thus more spread out. Working on this project over the semester was much more difficult in comparison, 

since my time was split between all of my courses, extracurriculars, the various assignments in the senior 
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seminar course, and this project, which I had to specifically schedule time out of the week to work on. Not only 

did this make resolving issues much more difficult, but it drastically slowed forward movement, which also took 

a toll on my motivation for the project. Nevertheless, I pushed myself to learn and apply my skills in machine 

learning, data mining, and time-management, and I have learned much more than I thought I would in such a 

short time, while growing my self-confidence and independence in academic pursuits.  

 

Other than these broad skills, something that helped tremendously in this project was visualizing all of the small 

objectives that I would need to accomplish along the way. Additionally, it was entirely up to me what these 

objectives came together as, what the end product was. Thoroughly documenting my code allowed me to section 

these small goals as they were applied, and made troubleshooting much easier than it would have been 

otherwise. These specific professional-practice skills, the more applied skills previously mentioned, as well as 

my broad education into computer science and machine learning will, without a doubt, support me through my 

graduation and far into my career in technology. 

 

Future Work 

 

I originally had hoped to create a system that could forecast future values of any currency against any other 

currency, and while the base for such forecasting is in place, I was not able to find a consistent source to scrape 

from that could support such a goal. Many websites boast this sort of database, although since forex market 

trading is a competitive business all of the websites I found marketed a paid application programming interface 

(API) for accessing their proprietary database, and so could not be accessed through web scraping. Or, at the 

very least, it was not a possibility in the timeframe of this project. Future work could utilize the same models 

and scraping techniques except fit to a broad and scraping-accessible website database. 

 

On a similar note, other comparison metrics could be used in future work to possibly better predict future 

values, although this would require proprietary data, much legwork, and/or an in-depth understanding of 

variables in the financial sector that affect currency and intercurrency values. However, given these metrics in a 

website, my system could be easily altered to include such variables in training and forecasting. 

 

Given that all of the models used in this project had good performance overall with some performing slightly 

better than others in certain currency datasets, I would highly recommend utilizing ensemble ML techniques. 

This would allow the strengths of each model to be utilized, possibly resulting in average RMSE better than the 

best model seen here. 
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Abstract: Text-based AI chatbots, which leverage artificial intelligence (AI), natural language processing 

(NLP), and machine learning to simulate human-like communication, have gained popularity due to their 

adaptability and ease of use. In this study, we conduct a comparative analysis of prominent AI chatbots and AI 

detectors. During our initial evaluation, we identified ChatGPT, Bing AI, and Google Bard as notable text-based 

AI chatbots and scrutinized their performance across multiple dimensions, such as accuracy, accessibility, 

comprehensiveness, creativity, and bias. Google Bard consistently demonstrated superior performance in most 

test cases. However, discrepancies in their responses to identical queries motivated us to delve into the 

underlying language models (GPT-3 for ChatGPT, Prometheus for Bing AI, and LaMDA for Google Bard). 

Furthermore, the study involved a comparative analysis of text-based AI detectors, responsible for categorizing 

AI-generated text. Popular options encompassed Content at Scale, Copy Leaks, Hugging Face, and Sapling AI, 

with Content at Scale standing out as the top-performing detector in our assessment. We evaluated them based 

on factors like accuracy, user interface, and accessibility. Overall, this research provides valuable insights into 

the capabilities and effectiveness of leading AI chatbots and detectors, illuminating their language generation 

prowess. 

 

Keywords: AI chatbots, Artificial intelligence, Machine learning, AI detectors.  

 

Citation: Deets, C., Poyner, V., Follis, W., & Noel, R. (2023). Exploring the Performances and Language 

Generation Capabilities of Popular Text-Based AI Chatbots and AI Detectors: A Comparative Analysis. In M. 

Shelley, V. Akerson, & S. Turgut (Eds.), Proceedings of IConEST 2023-- International Conference on 

Engineering, Science and Technology (pp. 62-75), Las Vegas, NV, USA. ISTES Organization. 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

63 

Introduction 

 

In recent years, text-based AI chatbots have emerged as powerful tools, harnessing the capabilities of artificial 

intelligence (AI) (Boden, 1996) and natural language processing (NLP) (Chowdhary, 2020) to facilitate written 

interactions with users. These AI chatbots offer numerous advantages, revolutionizing the way we engage with 

technology. They stand as exemplary models of accessibility and efficiency, delivering timely, personalized, and 

contextually relevant responses that enhance user experiences across various domains. AI chatbots find 

successful applications in diverse domains, such as customer service, education, healthcare, and more, where 

they offer rapid assistance, enhance learning, and provide valuable support. However, as with any 

groundbreaking technology, AI chatbots come with challenges. Ethical concerns related to data privacy, the 

potential for biases in their responses, and the risk of misuse, particularly in academic contexts, underscore the 

need for comprehensive evaluation and understanding of these versatile AI systems.  

 

The current AI landscape features a diverse array of text-based AI chatbots, including ChatGPT (Ray, 2023), 

Perplexity AI (Fostikov, 2023), Bing AI (Rudolph, 2023), Google Bard (Ram, 2023), YouChat (Chaka, 2023), 

HuggingChat (Fernandes, 2023), and numerous others. In our research, we conducted an in-depth comparative 

analysis of three of the most prominent text-based and free AI chatbots: ChatGPT, Bing AI, and Google Bard. 

This research aims to provide insights into the strengths and limitations of these AI chatbots, shedding light on 

their language generation capabilities and overall effectiveness. 

 

A common thread among leading AI chatbots is their underlying architecture, known as the Transformer 

Architecture (Vaswani, 2017). Originally developed by Google, this architecture revolutionized the field of 

NLP. Its unique ability to process text in parallel enables an efficient understanding of language. The key to its 

success lies in its attention mechanisms, which ensure that the model focuses on the most pertinent elements of 

the input text. In our study, we examined the underlying architectures of the chatbots at a higher level to gain a 

better understanding of why different AI chatbots may respond differently to the same query. 

 

Beyond the evaluation of AI chatbots, our research also encompasses a comparative analysis of AI text 

detectors. These specialized tools play a vital role in discerning whether a piece of text was authored by a 

human or generated by an AI system. This aspect of our study aligns with the broader landscape of AI 

technologies and their implications. There are several free AI text detectors available including Content at Scale 

(Chaka, 2023), Copyleaks (Cingillioglu, 2023), Sapling (Hua, 2023), Hugging Face (Ontoum, 2022), GPTZero 

(Cingillioglu, 2023), ZeroGPT (Homolak, 2023), etc. In our experiments, we worked with 4 prominent AI text 

detectors, Content at Scale, CopyLeaks, Sapling, and Hugging Face, aiming to determine which detector 

delivers the most accurate and user-friendly results. These findings will further contribute to our understanding 

of the interplay between AI chatbots and AI detectors, particularly in the context of ethical considerations and 

academic integrity. The discussion and research results reflect the AI landscape at the time of research which 

was the summer of 2023. 
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The rest of the paper is organized as follows. The second section discusses some of the related research that 

works with comparison of AI chatbots and AI text detectors. The third section goes through the overview of the 

popular AI chatbots. The next section discusses the performance comparisons of the popular AI chatbots. The 

next 2 sections discuss AI text detectors. The Discussions section describes overall findings from the research. 

We mention our conclusions and future work plans in the final section. 

 

Related Works 

 

There have been several research works done in recent years focusing on the development of different AI 

chatbots. In (Gupta, 2020), the authors provide a general introduction of the major AI chatbots that are available. 

The authors in  (Paliwal, 2020) discuss how AI chatbots are transforming the digital world. Several other works 

including (Nicolescu, 2022), (Schlesinger, 2018) perform a survey on different AI chatbots and their usefulness. 

Comparing to these research works; we perform a comparative analysis of popular AI chatbots in this research.  

 

Several other research works focuses on the application of AI chatbots in different fields, e.g., education (Yang, 

2019),  (Okonkwo, 2021). In these research, the authors discusses about how the different AI chatbots can be 

used to improve education experiences for both the learners and the educators. Several other research have been 

done in the field of application of AI in health care. In (Khadija, 2021),  (Xu, 2021), the authors descibed the 

implications of applying AI in different sectors of healthcare. Additionally, there are several other research work 

that focuses on applying AI in other sectors such as finance, banking, security, transportation, entertainment, 

etc. In comparison to these research work, we focused on the performance of AI in general usage purposes 

without considering any specific use case.  

 

In the second part of our research we perform comparative analysis of the performances of popular AI text 

detectors. There are several other related research work, e.g. (Anderson, 2023),  (Weber-Wulff, 2023),  (Chaka, 

2023), where the authors focused on detecting AI generated text and tested the AI detectors for accuracy. 

However, these research work only focuses of the performance of the AI detectors and does not discuss about 

AI chatbots or about their architecture. In this research we focus on the comparative analysis of the AI chatbots, 

their architecture and the comparative analysis of the performance of AI text detectors. 

 

Overview of the popular AI Chatbots 

  

As mentioned in the introduction section, in this research we primarily focus on three of the most popular AI 

chatbots, ChatGPT, Bing AI, and Google Bard. In this section, a brief overview of these chatbots is presented.   

 

ChatGPT 

 

ChatGPT is an advanced AI chatbot developed by OpenAI (Ray, 2023). ChatGPT was released in November of 

2023. It is a part of the GPT (Generative Pre-trained Transformer) (Dale, 2021) family and is designed to 
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engage in natural and human-like text-based conversations. ChatGPT leverages state-of-the-art natural language 

processing techniques and machine learning to provide interactive and contextually relevant responses, making 

it a versatile and valuable tool in various applications. 

 

ChatGPT is powered by the GPT-3 (Dale, 2021) architecture, a deep neural network (Sze, 2017) model that has 

been pre-trained on a massive amount of text data from the internet. When a user interacts with ChatGPT, the 

input is processed by this neural network, which uses attention mechanisms to understand the context and 

generate coherent and contextually relevant responses. ChatGPT can handle a wide range of topics and can 

mimic human-like conversation, making it a highly engaging conversational AI. 

 

ChatGPT-3 is known for its conversational abilities, but it is important to note that it does not have access to 

information beyond its knowledge cutoff date, which was September 2021. Consequently, it may provide 

inaccurate information regarding events or developments that occurred after that date. The training process of 

ChatGPT incorporates fine-tuning. During the training process (Ray, 2023), an AI trainer presents the model 

with the same prompt multiple times. Due to the model’s extensive parameters and layers, each generated output 

may exhibit slight variations. The trainer then ranks these outputs based on their desirability, often considering 

which output best accomplishes the task while avoiding unwanted or inappropriate content. 

 

Bing AI 

 

Bing AI chatbot is a conversational generative artificial intelligence chatbot developed by Microsoft AI 

(Rudolph, 2023), based on the Prometheus (Lozić, 2023) family of large language models (LLMs) (Chang, 

2023). It was first announced in February 2023 and released in a limited capacity in March. Bing AI chatbot is 

trained on a massive dataset of text and code, and can generate text, translate languages, write different kinds of 

creative content, and answer your questions in an informative way. 

 

 

Figure 1: Work process of Prometheus (Bing, 2023) 
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Prometheus is Bing AI’s new proprietary technology that combines the Bing Browser with OpenAI’s ChatGPT-

4. Prometheus takes the user’s query and sends it to the Bing Orchestrator (Bing, 2023). It then sends that 

information to its Next Generation GPT, which creates more internal queries, and the Bing Index, which gathers 

results related to the initial query (Figure 1). The components then both send their information to each other, and 

eventually send it back to the Bing Orchestrator. Finally, the Bing Orchestrator outputs the response to the 

initial query.   

 

Google Bard 

 

Google Bard is a conversational generative artificial intelligence chatbot developed by Google, based on the 

LaMDA (King, 2023) family of large language models (LLMs). It was first announced in February 2023 and 

released in a limited capacity in March. Bard is trained on a massive dataset of text and code, and can generate 

text, translate languages, write different kinds of creative content, and answer your questions in an informative 

way. 

 

Google Bard utilizes LaMDA, an acronym for Language Model for Dialogue Applications, which is a 

conversational Language Model (LLM) capable of performing a variety of tasks, including text generation and 

language translation. What sets LaMDA apart is its unique training with dialogue-based datasets, allowing it to 

grasp the context of conversations. This contextual understanding empowers LaMDA to provide in-depth 

responses, even to simple queries necessitating one-or two-word answers, making it proficient in maintaining 

fluid and coherent conversations. LaMDA’s training process involves two distinct phases: pre-Training, where 

the model learns to generate text from its datasets, and fine-tuning, during which human trainers meticulously 

review its responses to eliminate offensive content or slurs (Thoppilan, 2022). The effect of fine tuning is shown 

in Figure 2.  

 

Figure 2: The Effect of Safety Fine-tuning (Thoppilan, 2022) 
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It is essential to note that, although Bard can accommodate a wide range of requests, this versatility can 

occasionally lead to inappropriate or inaccurate answers due to the data it has encountered. Human trainers 

evaluate their interactions with LaMDA, and this feedback is instrumental in producing more comprehensive, 

censored, and impartial outputs. 

 

Comparison of AI Chatbot Performances 

 

For our experimentation, we considered the versions of the chatbots (ChatGPT, Bing AI and Google Bard) dated 

June 2023. Through rigorous experimentation and meticulous analysis of responses to different categories of 

inquiries, we have identified ten fundamental features that are of vital significance in the comprehensive 

evaluation and comparative analysis of chatbot performance. For the ten features, we rated the AI chatbots in a 

scale from 1 to 5 where 1 being the lowest rating and 5 being the highest rating. The performance comparison 

according to the features is provided in Table 1 and we provide a brief discussion about our observations below.  

 

Accessibility  

 

Accessibility feature signifies the ease of use and accessibility of the AI chatbot. Bing AI has a lower score than 

the others because it can only be accessed through the Microsoft Edge web browser. In contrast, Google Bard 

can be accessed through a Google account. ChatGPT also requires the creation of an online account. 

 

Comprehensiveness  

 

Comprehensiveness means how detailed the chatbot responses were for the queries. Bing AI received a lower 

score for being less comprehensive than ChatGPT and Google Bard. It often produced shorter and less 

informative responses than the other two chatbots. 

 

Referencing  

 

Referencing indicates whether the responses from the chatbots included reference information from other 

sources. Bing AI receives a 5 for citing the sources it used, a feature lacking with the other two chatbots. 

 

Usefulness 

 

Google Bard is the most useful chatbot for being up to date and having access to the internet. This means it can 

help you start many projects, since it is aware of current events and uses the internet to fact check itself. 

ChatGPT has a knowledge cutoff date set as September 2021, so it is not useful for recent information. Bing is 

also less useful compared to Bard due to its lack of details and comprehensiveness in responses. 
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Accuracy  

 

The reason why ChatGPT has a 3 is because it can provide accurate answers, but it has no access to the internet 

and events past September 2021. This limits ChatGPT’s ability to provide accurate answers. The other two 

chatbots have internet access and are currently up to date, earning them a 5. 

 

Table 1. Performance comparison of the AI chatbots 

Features ChatGPT Bing AI Google Bard 

Accessibility 4 3 5 

Comprehensiveness 5 3 5 

Referencing 3 5 3 

Usefulness 3 3 5 

Accuracy 3 5 5 

Fluency 5 4 5 

Censorship 3 3 5 

Programming 5 3 4 

Creativity 5 4 5 

Bias 3 3 3 

 

Fluency  

 

Bing AI received a 4 in fluency due to its ability to generate text, but many of its answers leave much to be 

desired. It does not present its information in an appealing manner, unlike ChatGPT and Google Bard, which 

elaborated on the answers it provided. 

 

Censorship/safety 

 

In our research, we asked the chatbots negative/harmful questions, such as how to commit suicide, where to buy 

a firearm, etc.  Without the fine-tuning of the models, the chatbots would produce an output that would blindly 

follow these requests. We analyzed their fine-tuning to see how well the models censor their responses. 

ChatGPT and Bing AI received a 3 for refusing answers and closing the message topic thread completely, even 

when the user would ask how to kill themselves. Google Bard does a much better job of managing these 

situations. When the user tells Bard about their suicide request, it provides the number of the suicide hotline. 

When asked how to make a bomb, Bard tells the user that this is dangerous material and they should refer to 

experts, without giving instructions on how to create a bomb.  

 

Programming 

 

This feature tests how well a chatbot can produce computer programming code. From our observations, we 
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found that Google Bard is primarily meant for writing creative text, such as poems or music. Overall, we found 

that ChatGPT can produce more refined programming code than its competitors. 

 

Creativity 

 

Bing AI has a lower rating in this category for producing responses that is lacking in information and structure. 

It presents its information in a predictable manner in most instances. From our observations, we found Google 

Bard to be creative, earning its 5 rating. ChatGPT also earns a 5 for being creative in its responses. 

 

Bias  

 

Bias in AI chatbots refers to the presence of prejudices or favoritism in the chatbot’s responses, often resulting 

from the training data or algorithms used. In our observations, we found that all the chatbots presented some sort 

of political bias in their outputs, thus they all receive a 3. This is most likely due to the datasets that the models 

are trained with. This is an issue currently being worked on by the AI trainers and can be improved in the future. 

Overall, from our observations for the ten features, the combined score for ChatGPT was 39, Bing AI was 36 

and Google Bard was 45 out of a maximum total of 50. So, at the time of our experiments, we found Google 

Bard to be the best performing AI chatbot.   

 

Overview of Popular AI Text Detectors 

 

AI text detectors are specialized algorithms or models designed to identify and categorize text-based content, 

distinguishing between human-generated and AI-generated text. As previously mentioned, in this research we 

focus primarily on four of the most prominent AI text detectors, Content at Scale, CopyLeaks, Hugging Face 

and Sapling. In this section, a brief overview of these AI text detectors is presented. 

 

Content at Scale 

 

Content at Scale is an AI detection tool that is free to use, requires no credit card for sign-up, and comes with a 

25,000-word limit. The word limit did not impose any restrictions on the comparisons we conducted. A 1,000-

word document typically spans about 4 double-spaced pages with a 12-point font size, and we did not utilize 

documents that exceeded 100 pages in length. Among the free AI detection tools we assessed, Content at Scale 

received the highest scores, which we will discuss in detail in the next section. It was highly accessible and 

provided several scales that elucidated the criteria used for data analysis. The tool also highlighted sentences in 

red to denote those it deemed highly likely to be generated by AI, used orange colored text that was possibly AI-

generated, and employed yellow to indicate text where it was unclear if it was generated by AI. Beyond the 

highlighted sentences and percentage scales, the tool provides information regarding whether the text is likely to 

have been written by a human or AI. 
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CopyLeaks 

 

This AI text detection tool is freely accessible without the need for sign-up or credit card information, and it 

imposes no limitations on the size of the text documents. CopyLeaks facilitates copy/paste functions seamlessly 

and offers straightforward accessibility. Upon inserting your text, the tool provides feedback in the form of “AI 

content detected” or “This is human text.” In the case of AI content detection, the suspected AI-generated text is 

highlighted, and hovering the mouse over the highlighted portion reveals the percentage of the document 

believed to be generated by AI. The tool consistently demonstrated accuracy in the analysis of documents. 

 

It is worth noting that an enhanced mode, which requires sign-in through Google, Facebook, or a private email 

of your choice, is available. It is important to emphasize that the enhanced mode does not entail a paid service. 

During the sign-in process, the program requests your name, your role (e.g., student, teacher, professor), and the 

name of the educational institution you represent. Upon signing into the enhanced mode, we observed minimal 

changes, with only a slight percentage alteration (a decrease of 0.4%) in the likelihood of the text being 

generated by a human. 

 

Hugging Face 

 

This text detection tool offers free access but imposes limitations on the text size that can be analyzed, 

restricting it to approximately 500 tokens. In this program, a token corresponds to each individual word 

separated by white space. In terms of presenting its analysis methodology, this tool is characterized as the most 

rudimentary. While it delivered accurate assessments for the text documents we submitted, it fell short in terms 

of providing the level of detail observed in comparison to some other AI text detectors. 

 

Sapling 

 

This detection tool is available for free use, but it does come with a character limitation of 2,000 characters per 

query. Considering a word base of 5 characters, this limitation translates to approximately 400 words or just 

under two double-spaced pages with a 12-point font size. It's worth noting that there is an option to sign up for 

the service, which would allow 8,000 characters per query; however, we did not opt for this service. The text 

document we submitted to the tool was approximately six pages in length, so the query size was automatically 

truncated to the 2,000-character limit for analysis. 

 

The tool provided an analysis result indicating that our text document, which had been authored by us for 

another class, contained 26.1% AI-generated content, which it classified as ‘fake’. The tool also highlighted text 

segments that it believed had been written by AI. Upon reviewing these sentences, it became apparent that many 

of them were direct quotes from a book that had been referenced in our research paper. While this may indicate 

some form of plagiarism detection, we were unable to verify the specific plagiarism detection tool associated 

with this service. Additionally, when we inserted an AI-generated text document, the tool returned a 99.8% 
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likelihood that the text had been generated by AI. 

 

Comparison among AI Text Detectors 

 

Similar to the performance comparison of the AI chatbots, by means of extensive testing and detailed 

examination of responses across various query types, we have determined five core features critical to the 

assessment and comparison of AI text detector performance. We applied a rating scale of 1 to 5, where 1 

represents the lowest rating and 5 signifies the highest rating, to assess the AI text detectors across the five 

features. Table 2 presents the performance comparison based on these features, and below, we offer a concise 

analysis of our observations. 

 

Accuracy 

 

Content at Scale produced the most accurate predictions overall. The accuracy ranged from 90% to 100%, 

which was higher than the other detectors. 

 

Rating Communications 

 

This field rates how well the chatbots present their results. Content at Scale displays how certain it is in its 

results, whether they are written by human or AI. It also highlights which sections seem to be AI generated. This 

is a feature shared by Sapling, earning both 5 ratings. 

 

Presentation/Interface 

 

Content at Scale and CopyLeaks have visually appealing interfaces that present their results clearly. Hugging 

Face receives a lower score for appearing very plain and not appealing to the eye. 

 

Table 2. Performance comparison of the AI text detectors 

Features Content at Scale CopyLeaks Hugging Face Sapling 

Accuracy 5 4 4 4 

Rating Communications 5 4 4 5 

Presentation 5 5 3 4 

Suggestions 5 3 3 3 

Accessibility 5 5 5 3 

 

Suggestions 

 

Content at Scale not only highlights which sentences are written by AI, but it also suggests to the user how to 
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sound less like an AI. This can be used to encourage the user to use a higher vocabulary or better explain their 

ideas. 

 

Accessibility 

 

Although all these AI detectors are free to use, some will limit your use of it without an account. Without an 

account, Sapling can only read the 1st 2,000 characters. You must sign up for an account for Sapling to read a 

longer paper. The other detectors will not interrupt your session with a prompt to sign up for an account. 

 

Overall, from our observations for the five features, the combined score for Content at Scale was 25, CopyLeaks 

was 21, Hugging Face was 19 and Sapling was 19 out of a maximum total of 25. So, at the time of our 

experiments, we found Content at Scale to be the best performing AI text detector. 

 

Discussion 

 

Based on our research findings within the scope of this project, Google Bard emerges as the foremost free AI 

chatbot, while Content at Scale distinguishes itself as the leading free AI text detector. Google Bard has notably 

demonstrated its accessibility, utility, and accuracy in generating responses. It possesses the unique advantage of 

utilizing the Google browser engine, providing real-time information access. Additionally, it offers the 

distinctive feature of providing three drafts for every response, a functionality not shared by other chatbots, 

which require prompting for response regeneration. Furthermore, as of July 13, 2023, Google Bard has 

expanded its language capabilities to encompass over 40 languages, including Arabic, Chinese, and Hindi, 

significantly enhancing its accessibility across the European Union and Brazil. Notably, it now also supports 

photo prompts using Google Lens, enabling it to provide information and captions for images. 

 

In the realm of AI detection, Content at Scale excels across various dimensions. It boasts an aesthetically 

pleasing interface that presents findings in an organized format. In terms of accuracy, it consistently 

outperformed other detectors in our assessments, delivering results in a neat and concise manner. Of particular 

significance is its capability to identify specific sentences as AI-generated, offering varying levels of certainty. 

This feature proved invaluable for distinguishing AI-generated content. Importantly, its character limitation 

rarely posed a hindrance during testing, setting it apart from most other detectors. Additionally, it allows for 

seamless usage without the requirement of an account, in contrast to certain chatbots that impose usage limits 

before necessitating account creation, such as GPTZero. For these reasons, we assert that Content at Scale reigns 

as the premier AI detector for verifying essays and other text for AI-generated content.  

 

Conclusion and Future Works 

 

In conclusion, through our comparative analysis, we identified Google Bard as the top chatbot and Content at 
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Scale as the leading detector. Nevertheless, it is important to note that the field of AI is rapidly evolving, and 

these conclusions may change swiftly. During this research, Meta introduced a new open-source AI, utilizing 

the Llama 2 Large Language Model (Touvron, 2023). Given its recent release and the timing of our research, we 

deemed it premature to compare with ChatGPT, Bing AI, and Google Bard. However, the open-source nature of 

this AI suggests the potential for rapid development, as anyone can access its source code, a privilege not 

extended to users of other AI chatbots. Additionally, as AI-generated text continues to advance in sophistication, 

AI detection models must adapt to these changes. 

 

Future avenues for this research may involve the inclusion of more AI chatbots, such as Llama 2 from Meta, to 

assess their performance in comparison to the current trio of chatbots, as well as examining how these chatbots 

fare later. Furthermore, we may consider expanding the evaluation to encompass additional AI detectors, 

coupled with an in-depth analysis of the underlying mechanisms that govern AI detectors, akin to our 

investigation into AI chatbots. In addition, there is the possibility of creating a proprietary AI detector, likely 

commencing with machine learning models trained on classified supervised learning using advanced techniques. 

These models would employ natural language processing to classify text as either human or AI-generated. 
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Abstract: With the rapid development of nanotechnology in recent years, graphene has emerged as a 

promising smart material for flexible sound devices since its discovery in 2004 due to its excellent structural and 

physical properties. Graphene can effectively produce sound due to its thermoacoustic effect without the need 

for the mechanical vibration commonly used in traditional sound devices. This phenomenon reveals the 

potential to bypass common problems that traditional instruments face, such as non-flat output audio, short-term 

lack of exterior hearing due to the closed audio feedback loop, and geometric restrictions. In this study, the 

acoustic properties of the human ear are modeled as rigid tubes, sealed at one end and with various thin 

membrane designs on the other. A two-dimensional graphene-based thermoacoustic membrane model is used to 

emit sound. The sound characteristics in the ear canal will be numerically investigated as well as the effect of 

various membrane shapes on spectral properties. The findings provide insight into the spectral sound transition 

mechanisms based on the different designs of thermally cycling conductive graphene membranes. 
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Introduction 

Background 

Sound Devices 

 

The realm of sound is an ever-developing field of study that has been explored extensively in recent decades. It 

is understood that the phenomenon of sound is caused by vibrations of particles across a medium, creating 

pressure waves. The human ear’s perception of sound involves the acoustic waves reaching the eardrum, which 

then transmits an electric signal through the brain through a series of processes involving other components of 

the inner ear, and the cumulation of these processes is what is referred to as hearing. Currently popular is the 

mechanical speaker, which creates the sound pressure waves by physically vibrating a diaphragm to 

mechanically vibrate the air particles, as its name implies. The installation, however, of the traditional speaker to 

small areas such as an earbud is limited due to the complicated mechanical and electric systems of the 
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traditional speaker and its non-flexibility. These speakers also commonly face the problem of a nonflat output 

audio spectrum due to the inherent resonance of the diaphragm. Thus, the demand for a new concept of speaker 

design is strongly rising with the rapid development of nanotechnology and smart information technology.   

 

Emergence of Graphene 

 

Graphene is a promising alternative candidate for the speaker to overcome the limitations of traditional 

speakers. First discovered in 2004 (Novoselov et al., 2004), graphene is a type of material composed of carbon 

atoms arranged into a dense, honeycomb-shaped crystal lattice. Due to its lattice shape, graphene retains many 

properties of metals, including mechanical strength, high electron mobility, therefore making it a strong 

electrical conductor, and being a relatively effective thermal conductor despite being composed of a nonmetal. 

Graphene is also lightweight and versatile in terms of geometric construction, as it can be constructed very 

thinly compared to other materials due to its structure. These properties of graphene make it a highly attractive 

material in the science and engineering industries. One of the most prominent recent applications to graphene is 

done by Tian et al. (2011) and Tian et al. (2012), who made sound devices composed of graphene samples with 

thicknesses 100 nm, 60nm, 20nm fabricated on the paper and measured the sound emission from the material. 

The method of sound speaker configuration was a recently emerged one: the thermoacoustic speaker.  

 

Thermoacoustic Speakers 

 

Thermal energy, coincidentally, also involves the amount of movement of an object’s particles, making it a 

viable method of pressure transfer. Thermoacoustic speakers use the concept of temperature variations to vibrate 

the air particles around them, and it has been found that sinusoidal heating of certain membranes can indeed 

produce sound. When a sinusoidal electric power is applied to a highly conductive material, like graphene, a 

localized region of a solid wall surrounded by an air is subjected to a sinusoidal temperature change, giving rise 

to a sudden expansion and contraction in volume in air that finally produces acoustic waves. The concept of 

utilizing thermally produced waves, or thermoacoustic waves, through conductive materials has been 

established ever since Arnold & Crandall (1917) first used a 700nm-Pt film as a source to produce sound.  The 

usage of a thermoacoustic device with graphene overcomes the geometric limitations of traditional speakers due 

to the thinness of its molecular structure and the simplicity of its sound generation mechanism.  

 

Study Introduction 

Objective 

 

The objective of this study is to numerically implement and understand the thermoacoustic process of the 

graphene-based speaker. We also consider several speaker geometries (see Figure 1) to document the effect of 

different shapes and locations, of the speaker on the eardrum’s sound response. We further consider the 

physiological model to mimic the real human ear for sound response and compare it with the simple eardrum 

assumed as a rigid wall. This study provides preliminary numerical experiments for practical and industrial 
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applications in laboratory-level research. 

 

Paper Organization 

 

The organization of this paper follows the proceeding chronology: in the next section, the governing equations 

of temperature and pressure perturbations produced by the thin graphene membrane, coupled with the 

thermoacoustic interface condition are explored and validated against past experimental results on the graphene-

based speaker. All the equations are then transformed and numerically implemented in the frequency domain 

using the COMSOL Multiphysics simulation software [5] with appropriate approximations for numerical 

efficiency. We solve for several speaker geometries given below and compare each speaker’s sound response to 

each other. Note that the terms closed, canal entrance, and at ear canal are used interchangeably; as well as the 

terms holed and donut; and no-hole, whole plane, and circular plane. 

 

- Case 1: Thermoacoustic sound generation in open field – for validation  

- Case 2: Eardrum sound response to an external speaker (closed circular plane) 

- Case 3: Effect of a hole in the closed-field (at ear canal entrance) speaker: Closed Plane vs. Donut 

Shape  

- Case 4: Sound response to a cylindrical speaker as a new conceptual speaker design  

 

 

 
  

Figure 8. Schematic Illustration of Three Different Speaker Geometries. 

 

Mathematical Formulation 

 

The thermoacoustic wave emission from the two-dimensional thin graphene is governed by the heat condition 

and wave equation describing the coupling of the pressure and the temperature fields given as  

 ,  (Temperature in a solid)                                                           (1) 

 ,  (Sound pressure in air)                                         (2) 

 ,  (Temperature in air with coupling term)                    (3) 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

79 

where the subscript “s” and “g” represent the physical values of the solid (substrate) and the air, respectively, 

 is the spatial coordinates, t is time,  is the density,  is the temperature,  is the sound pressure in 

air,  is the thermal diffusivity where  is the thermal conductivity and  is the specific heat of the 

material, and  is the Laplacian operator. The sinusoidal electric power applied to the 

highly conductive graphene sound device, generating a sinusoidal temperature oscillation in vicinity to the 

graphene through the fast thermal diffusion process, though the temperature tends to decay exponentially due to 

thermal and viscous diffusion in air, and its thermal layer length is extremely small compared to the acoustic 

wavelength generated through the thermoacoustic process. For numerical efficiency, in the coupling between the 

temperature and the pressure given by Eq. (3), , can be neglected for the current study. Then, we can simply 

assume that the local temperature variation on the wall (we ignore the thickness of the graphene because its 

thickness is in nanoscale), acts as an acoustic monopole source in the air. The best way to obtain the 

spectral response to the graphene-based sound device is to perform the numerical analysis in frequency domain. 

We convert Equation (2) to the frequency domain and then we obtain the Helmholtz equation given by  

                                (4) 

where the script denotes the value in frequency domain,  is the angular frequency,  is the frequency, 

and  is the wavenumber defined by  where  is speed of sound in air.  

The temperature at the interface between the solid (substrate) and the air in open field is treated as the monopole 

source, generating the sound on the graphene surface, which is determined by the thermoacoustic interface 

condition by Bin (2015) which models the temperature generation from the input electric power by Joule 

heating process in frequency domain.  

,                                               (5)  

where  is the free convection coefficient in air,  is the heat capacity per unit volume defined by , 

,  for ,  is an electric power (=0.01W for the study),  and  are the area 

and the thickness of the graphene. In this form,  is unitless, and uncertainty parameters determined 

by the measurement and their values for the QC model (Heat Flux-Conductor model) are taken from the 

literature (Bin, 2015). Because the graphene-based device is very thin and conductive, we can approximate the 

temperature one-dimensionally changing through the normal direction to the graphene surface.  We now solve 

for this Helmholtz equation, Eq.(5), for the various geometries with the COMSOL multiphysics simulation 

software. 

 

Numeric Methodology 

 

The numerical simulation of sound generated by the graphene-based sound device is performed by the 
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COMSOL multi-physics simulation software. We consider axisymmetric two-dimensional domain for the study. 

The speaker is modeled as a monopole domain source with a finite distance from the graphene surface in the 

Helmholtz equation given by the COMSOL engine.  

 

An ear canal has a cylindrical tube shape with radius 0.3cm and height 2cm. An ear canal is treated as a rigid 

wall perfectly reflecting the sound at the boundary. An ear canal has a closed end to describe the eardrum and it 

is also treated as the rigid wall or the physiological model to mimic the real eardrum response to sound for 

simplicity. The Perfectly Matched Layer (PML) boundary condition is applied at external boundaries to 

dissipate all the sound waves propagating outward and to prevent any sound reflection from the external 

boundaries. The simulation domain extends about 50 times the diameter of an ear in the radial direction and 100 

times in the axial domain to accurately predict the wave propagation around the ear canal geometry. Figure 9 

depicts an example of the computational domain used to validate the sound properties of a graphene speaker in 

an open field: a circular-shaped graphene speaker with a radius 0.3 cm is placed at Z = 0, as seen on the left 

portion (Figure 2a), and the zoomed-in mesh distribution at the speaker is shown as well (Figure 2b). The mesh 

was finely refined to accurately resolve the thin thermal layer, as shown by Figure 10, which plots the thermal 

layer distribution with the normal distance to the graphene speaker for several frequencies. The thermal layer, as 

shown by the figure, is less than  for many frequencies – much smaller than the wavelength of 

audible sound range (20 Hz < frequency < 20,000Hz). For example, the wavelengths at 100 Hz and 20,000 Hz 

are about 3.4 m and 0.017 m. To accurately resolve the thermal layer in close vicinity to the graphene speaker, 

the wall mesh was refined with the boundary layer methodology supported by COMSOL, with a minimum mesh 

size of    and a uniform stretching factor of 1.1 for 16 mesh layers. Our numerical experiments 

proved the current mesh setup (Figure 2b) to be able to accurately model the thermal change and sound 

generation over the speaker.  

 

    (a) Whole Domain            (b) Mesh Distribution at Speaker (Zoomed-in) 

Figure 9. Computational Domain and Mesh used for Open Field (Case #1) 

 

Sound pressure level (SPL) data was collected through two types of probes, with one at the ear canal entrance 

and the other placed at the eardrum. There were two types of calculations considered: physiological and 
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traditional. The physiological calculation, a feature provided by the COMSOL engine, considers the specific 

properties of an eardrum that give it its impedance. The traditional calculations only consider the eardrum as a 

hard boundary wall. For the experiment’s purposes, both types of calculations were included, though only the 

physiological data was considered.            

 

 

Figure 10. Thermal Layer Distance of Various Frequencies. 

 

Numerical Results 

Case #1 – Validation 

 

 For our validation, we used the experiment by Tian et al. (2011). Figure 11 shows the experimental setup for a 

graphene speaker and numerical model used for validation in our study.  

 

(a) Experimental Setup by Tian et al. (2011)              (b) Schematic of Simulated Graphene Speaker 

Figure 11. Model of Graphene Speaker for Validation with Experiment. 

 

The original rectangular shaped speaker (1cm by 1cm) was treated as a circular shape with the same area for the 

simulation in the axisymmetric domain (Figure 5a). The bottom of the domain is considered as a rigid wall and 

the top and the right side have the perfectly match layer (PML) boundaries to dissipate all the sound waves 

propagate outward the domain boundaries. The center of the circular speaker is located at the (r, z) = (0, 0) with 

the radius of 0.56cm. Figure 5b shows that the speaker produces a spherical shape of the pressure wave 

propagating from the speaker to the external open domain. Although the experiment considered three different 

graphene speakers with different thickness and electric power, we only set up the model to compare with sample 
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1, the 20nm thick graphene sheet, for validation. A sound probe was placed 5cm above the speaker for both 

experimental and simulated models to measure the SPL; the resulting data was compared, as seen in  

Figure 13. SPL Comparison between Experiment (Tian et al., 2011) and Simulation, where the green line, which 

depicts the numerical simulation result, was found to accurately match up with the experimental data (blue line). 

From this validation, we assure that the current numerical setup in fact does model the sound generation and 

propagation for the graphene speaker of 20nm thickness. Other types of speakers can easily be set up by 

modifying the physical parameters and geometries of the graphene. Figure 14 plots the SPL at 5cm above the 

speaker with respect to the frequency in an open field. The pressure is normalized by the value at 1,000 Hz for 

convenience and thus the SPL starts from 0 dB at 1,000 Hz. This figure shows that the SPL produced from the 

graphene speaker even with a constant input electric power of  is proportional to the frequency in 

log-scale, which means that this speaker is such a very efficient sound source for high frequency that it can 

produces high frequency sound components with low level of an input electric power.  

                      

(a) Computaional Domain                               (b) Snapshot of Acoustic Field 

Figure 12. Computational Domain and Instantaneous Pressure Field. 

Figure 13. SPL Comparison between Experiment (Tian et al., 2011) and Simulation 
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Figure 14. SPL (Normalized at 1,000Hz) at 5cm above Openfield Speaker 

 

 

Case #2 – External Speaker 

 

In the second case, the speaker was placed 1cm away from ear to understand the general sound response of an 

ear from external sound and to predict sound propagation behavior around the ear from the speaker. The ear 

canal and drum, as well as the plain surface at z = 0, are considered as rigid walls while the side and the bottom 

boundaries are treated as PMLs. The mesh was carefully refined as explained in Figure 9 to resolve the thermal 

layer, and the speaker produces sound from the circular graphene surface with radius r = 0.3cm placed at z = 

−1cm. Figure 15 plots the instantaneous pressure field in different physical units, “Pascal” which is the 

fundamental pressure unit and “Decibel” is the commonly used sound unit in log-scale which is the unit 

practically human ear recognizes. As seen in the figure, sound mostly propagates to the axial direction: it enters 

the ear canal, reflects from the eardrum, and then becomes superposed with the incident sound waves directly 

produced sound from the speaker. This consequence leads to a one-dimensional standing sound wave pattern 

inside the ear canal, making the dominant sound propagation come from the axial direction and the silence zone 

(minimal SPL) come from about 45 degrees from the z = 0 plane, the result of the summation of the direct sound 

from the speaker and the reflection from the surface.  

 

(a) Instantaneous Pressure (in Pa)                                        (b) Instantaneous Pressure (in dB)  

Figure 15. Snapshot of Pressure Field for External Speaker 
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Comparing the SPL at the ear canal entrance with that at the eardrum (Figure 16) shows a strong dependency of 

the SPL on the frequency. Particularly, each plot has three distinct peaks at 3,200 Hz, 9,400 Hz, and 15,800 Hz, 

determined by the geometrical effect of the ear canal (Hiipakka et al., 2009). The figure also shows the effect of 

the material properties of the eardrum. The dotted lines in Figure 9 represent the sound response when the 

physiological model is used for human eardrum. Compared to the solid line (eardrum assumed as a rigid wall), 

the physical impedance of the human eardrum (physiological model) significantly decreases the sound response 

at the first peak at 3,200 Hz, but its contribution to other peaks is negligible.  

 

 

Figure 16. Comparison of the SPL at Ear Canal Entrance with the SPL at Eardrum. 

 

Case #3 – Closed-Field Speakers 

 

For the third case, the speaker was placed directly onto the ear canal entrance. We consider two different 

speaker geometries; the whole circular plane geometry (closed no-hole), the typical shape of an earbud, and the 

closed but holed plane geometry (or donut shape, see Figure 1) with the radius of the centered hole half of that 

of the ear canal, or 0.15cm. This new shape prototype for an earbud is made possible because of the current 

graphene-based sound devices.  

 

 

(a) No-Holed Geometry                                              (b) Holed Geometry 

 

Figure 17 plots snapshots of the pressure field obtained from these two different speaker geometries. In order to 

predict any possible pressure leaks from the plane speaker, we consider the open domain connected with the ear 
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canal geometry, with the surface of the ear canal and the flat plane at z = 0 are once again treated as rigid walls 

and the right and the bottom side of the domain treated as PML boundaries. The mesh over the speaker was 

again refined to accurately resolve the thermal layer. While the closed speaker with no hole produces sound only 

inside the ear canal, the holed donut speaker leads to a pressure leak from the hole which propagates to open 

space, which results in a lower pressure in magnitude than the closed, whole-plane speaker.  

 

By plotting the sound response to the two different types of speakers (Figure 18), we find that the existence of a 

hole results in a translation of the peaks to higher frequency and a decrease in the SPL level of each peak. This 

lowered SPL level for the holed speaker for the whole frequency range due can be explained by the pressure 

leak from the hole into the open space. The effect of the physiological model for the real eardrum (the dotted 

lines in each figure) is negligible for all frequencies but those near the first peak, which saw a significant 

decrease in the SPL (Vogl et al., 2019). Compared to Figure 16 for the external speaker, the closed, whole-plane 

speaker leads to different sound properties of the ear canal. The peak frequencies shift left to slightly lower 

frequencies and the SPL of the second and the third peaks are greater than those of the external speaker. 

 

 

 

(a) No-Holed Geometry                                              (b) Holed Geometry 

 

Figure 17. Snapshots of the Pressure Field from the Closed Speaker 

 

  

(a) Closed Speaker Without Hole   (b) Closed Speaker with Hole 

Figure 18. Sound Response to Speaker at Canal Entrance (No Hole vs. With Hole) 
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Case #4 – Closed Cylindrical Geometry 

 

The cylindrical shape is designated its own case because of its vastly different speaker geometry compared to 

the previous geometries for the speaker. This new conceptual speaker is a shaped like a cylinder, with the sound 

generation from the side as shown in Figure 19. Sound can be generated from the side because contrary to the 

traditional speaker’s method of producing sound (vibration of flexible diaphragm), which requires mechanical 

and electric systems massive in size, a thermoacoustic device of materials such as a graphene is free of the 

geometric limitation due to its sound generation property despite being two-dimensional. To maintain the same 

surface area of sound generation, the radius of the cylindrical speaker was set to half of the previous speakers, or 

0.15cm, and the height was set equal to the original speaker radius (0.3cm). This configuration ensures that the 

surface area of the side of the cylindrical speaker is the same as that of the whole-plane speaker.  

 

Figure 19. Cylinder-Shaped Speaker with Sound Generation from Side Wall 

 

The sound pattern as shown in Figure 20, a snapshot of the pressure field for the closed cylindrical speaker, is 

almost one-dimensional along the canal’s z-direction, following the typical pattern in which the sound 

properties of the eardrum are much more heavily dependent on the canal’s length rather than its diameter, even 

if the sound is generated along the radial direction (Figure 19). Plotting the human ear’s sound response to the 

closed cylindrical speaker (Figure 21) yields a very different shape from Figure 18a for the closed-plane 

speaker. The first notable finding is that the first peak at 3000 Hz is not present at all, and, instead, the sound 

level at low frequencies is significantly greater for the cylindrical speaker. This is a critical finding from our 

simulation, as the traditional speaker geometry is not sound-efficient in low frequencies (Pierce, 1991), 

requiring much higher electric power and much larger speakers, such as woofers and tweeters. However, the 

cylindrical speaker overcomes this limitation and provides a promising potential for future earbuds. The other 

finding is that the cylindrical speaker produces much higher SPL magnitudes for the second and third peaks and 

translates them into lower frequencies, as seen in Figure 21, which also shows the effect of the physiological 

model for human eardrum in the dotted line. For the closed plain speaker, the physiological model only lowered 

the SPL level of the first peak. However, in the case of the cylindrical speaker, it decreases the SPL level of both 

the first and the second peaks considerably as well as lowering the sound response at frequencies lower than 

1000 Hz.  
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Figure 20. Snapshot of the Pressure Field for the Cylindrical Speaker. 

 

Figure 21. Sound Response of Human Ear to the Closed Cylindrical Speaker 

 

Discussion 

Sound Properties across All Geometries 

 

Table 1 and Table 2 summarize the sound properties in frequency domain of each speaker geometry, shown in 

the top row, considered in the current study. The tables generalize the sound response by focusing on the peaks 

of the graphed SPLs of the various geometries, analyzing their physiological frequencies (Table 1) and their 

physiological SPLs (Table 2). With these parameters in consideration, this study shows that the sound responses 

of the human ear are strongly dependent upon the speaker geometry and location. The external speaker test 

returned the response of the ear (particularly eardrum) to external sound as showing three strong peaks. With the 

consideration of the closed speaker such as an earbud, each peak moves to the lower frequency but with much 

higher SPLs for the second and the third peaks than for the peaks of the external speaker. When the hole is 

applied in the speaker, the sound characteristics became more complicated than the closed, no-hole speaker: the 

peak frequencies translate rather to higher frequencies than those of the closed speaker. This change in sound 
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properties is most notably caused by the resulting pressure leak from the hole. For the cylindrical speaker, the 

sound properties are, again, vastly different from the former cases. For this speaker, the first peak frequency has 

disappeared while the second and the third peaks move to the lower frequency. The frequencies for these two 

peaks are in fact the lowest among other closed speakers (either with hole or without hole).  

 

Table 1. Peak Frequency Values (Hz) across Geometries (Physiological Model) 

Geometries Whole Plane Whole Plane Holed Cylindrical 

Location External Canal Entrance Canal Entrance Canal Entrance 

Peak 1 3200 3000 3700 N/A 

Peak 2 9400 9900 10900 8800 

Peak 3 15800 17800 18700 17300 

 

Table 2. Peak Sound Pressure Levels (dB) across Geometries 

Geometries Whole Plane Whole Plane Holed Cylindrical 

Location External Canal Entrance Canal Entrance Canal Entrance 

Peak 1 100 125.6 120.3 38.7 

Peak 2 106.7 135.1 150 96.8 

Peak 3 105.7 138.6 117 75.5 

 

Numerical Effects of Physiological Boundary and Geometries 

 

The physiological model rather than a rigid wall model for the eardrum yields the same overall shape and 

frequency, though many geometries faced decreases in SPL for at least one peak. Implementation of a hole in 

the speaker led to a decreased general SPL, which could be due to the loss of pressure resulting from the hole or 

due to lower electric power modeled by the reduced surface area, an error for which we didn’t compensate (see 

Recommendations section). Additionally, a holed geometry results in a translation of every peak to a higher 

frequency, and the cylindrical shape generally shows higher sound retention, especially in the lower, 100-

2000Hz frequencies. 

 

Conclusion  

 

In this study, we implemented various graphene speaker geometries in a simple ear canal geometry and 

numerically measured the ear’s resulting sound response. Although we did not have it as an original aim of the 

study, we found the necessity of the consideration of an extra-fine grid near the graphene membrane to resolve 

the thin thermal layer, which proved its temperature variations to be much smaller than the wavelength of sound 

in audible range. The study also showed that in terms of sound detection, the longer the ear canal becomes, the 

lower the SPL will be across all frequencies due to the increased displacement between the eardrum and 

speaker, and that the length of the canal influences sound behavior more than the radius of the canal, especially 
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highlighted by cases 3 and 4. Of course, it any aspect of the shape or dimension (length or diameter) of the ear 

canal are changed, the human ear response to sound will also be changed, but the length was shown to have a 

significantly larger impact on the SPL at the same frequency, though it shows little to no effects on which 

frequencies receive higher SPLs (little to no horizontal peak shifts). The graphene thermoacoustic speaker was 

also found to keep up with mechanical speakers in terms of SPL tendencies across frequencies, proving 

graphene speakers to be not only a possible but a viable alternative, at least in terms of volume tendencies across 

frequencies. 

 

Overarching Effects of Speaker Geometries 

 

The holed geometry, compared to the whole-plane geometry, retained the overall SPL curve in frequency. The 

donut speaker maintains high sound volumes through higher frequencies, although it generally emitted 

decreased SPLs across frequencies compared to the traditional closed speaker geometry. The physiological 

model used to mimic a real human eardrum had negligible effect on the overall spectral sound compared to the 

rigid wall model. However, it still showed its necessity because many speaker geometries found their first peak 

magnitudes significantly decreasing, suggesting that the difference between the eardrum and a hard wall is more 

evident in lower frequencies. The cylindrical speaker led to very different sound response curve from the typical 

closed speakers, with the major differences being the lack of the first peak, generally higher SPL magnitudes, 

and frequency shifts of the second and the third peaks to lower than those of the other closed speakers. These 

results prove the cylindrical an interesting geometry to further study due to its ability to maintain high volumes 

at low frequencies. Cylindrical geometries, therefore, open high potential for further study, showing vastly 

different patterns than the previous two geometries in peaks and overall sound. 

 

Recommendations 

 

The nature of this study, which provides preliminary data about thermoacoustic speakers, opens various routes 

of future study. Potential studies include a wider variety of geometries to test, like simple convex and concave 

speakers, which, of course, entail more complex modeling of the source equation. Another recommendation is a 

more accurate geometric model of ear canal, as the one used for this study was a rigid tube, which an ear canal 

is more complicated than. An inaccuracy found in case #3 was matching the sound level for holed geometry, 

where we didn’t account for the decreased surface area that the hole would result in. Adjusting the source 

equation accordingly can allow, for future studies, more investigation on more advanced geometries, such as 

modeling multiple holes or changing their size(s). Another future study includes the quantification of the sound 

emission efficiency of thermoacoustic graphene speaker from the input electric energy compared with that of 

traditional, mechanical speakers. Finally, the effect of the shape designs on external sound emission and how 

the temperature variation affects the human ear will be left for the future study. 
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Abstract: Information system has become an essential part of our daily lives, enabling us to communicate, 

learn, work, and access information with unprecedented ease and speed. From smartphones and laptops to social 

media and cloud computing, information system has transformed the way we live and interact with the world 

around us. Except from people, almost every sector has been greatly affected by information technologies, such 

as business, health, education, and security. The security sector is perhaps one of the sectors that fully use the 

opportunities provided by information technologies. In this study, the signal communication of Gatso speed 

detection camera systems, which are actively used in measuring the speed of vehicles in the traffic flow in 

TRNC, and in displaying the license plates of the vehicles exceeding the speed limit and vehicle drivers, has 

been examined. The aim of this study is to interrupt the communication of the relevant cameras, and it is aimed 

that the notifications will not be provided by adhering to the long-term communication problem. The study was 

carried out experimentally on cameras that are actively used in traffic. As a result of the experiments, the signal 

communication vulnerability in the Gatso brand speed detection cameras were detected.  

 

Keywords: Information systems; signal communication; Gatso camera; security systems; information security.  
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off: Experimental Study on Gatso Cameras. Proceedings of IConEST 2023-- International Conference on 

Engineering, Science and Technology (pp. 91-98), Las Vegas, NV, USA. ISTES Organization. 

 

Introduction 

 

The development of information technology has had a significant impact on human life in the last few years 

(Zheng, 2022). From communication to entertainment, from education to healthcare, informatics has 

transformed the way people interact with each other and with the world (Haldar and Sethi, 2022). For example, 

telehealth, which uses information technology to provide remote medical services, has increased access to 

healthcare and improved patient outcomes (Toygar, 2018). Similarly, e-learning has become a popular way to 

provide education and training (Lopes et. al., 2022). Computing technology has also revolutionized the way 

businesses make decisions and achieve operational efficiency using cloud computing and big data analytics 

(Sriram, 2022). In addition, the COVID-19 pandemic has forced many individuals and organizations to focus on 

information systems. With social distancing and remote working becoming the new norm, the demand for 

online communication and collaboration tools has increased. Video conferencing platforms such as Zoom, 

Microsoft Teams and Google Meet have experienced unprecedented growth in usage during the pandemic 

(Sakkir et. al., 2022; Wong et. al., 2021). In addition to COVID-19 era, the use of telehealth services has 

increased, allowing healthcare professionals to provide remote medical consultation and treatment (Hollander 

and Carr, 2020).  Also, the pandemic has led to an increase in e-commerce for many consumers, causing them to 

turn to online shopping to meet their needs (Dumanska et. al., 2021). Moreover, in addition, contact tracing apps 

and dashboards have become essential tools for public health officials, as governments use information systems 

to track and manage the spread of the virus (Ahmed et .al., 2020). Overall, the COVID-19 pandemic has 

highlighted the importance of information systems in remote working, communication and access to essential 

services, and is likely to have a lasting impact on the way we live and work, even beyond the pandemic. 

 

The traffic sector has been greatly affected by the use of information technology. From improving road safety 

with the use of intelligent transportation systems to improving traffic flow with real-time traffic management 

systems. Besides that, IT has also changed the way we manage traffic management (Hu et. al., 2020; 

Avatefipour and Sadry, 2018). For example, the use of smart traffic signals and connected vehicles can help 

reduce traffic congestion and accidents (Zhu et. al., 2018). In addition, computing technology has made it easier 

to detect and prevent traffic-related crimes such as speeding, lane violations and red-light violations through the 

use of automatic application systems such as the Gatso camera system (Umam et. al., 2021). The integration of 

information technologies into the traffic sector has not only increased the efficiency of traffic management, but 

also contributed to making our roads safer and more accessible for everyone. 

 

However, the widespread use of IT has also brought with it cybersecurity risks, privacy concerns and online 

harassment (Chouki et. al., 2022; Shamsi and Alam, 2018). To meet these challenges, it is important to adopt 

responsible and ethical practices when using IT. 
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The layout of the rest of the paper is as follows: Research studies located in the section II. Section III describes 

the method applied in the study. Results and findings located in the section IV. Finally, conclusions and final 

explanations are in section V. 

 

Literature Review 

 

As stated in the previous parts of the paper, the possibilities offered by information technologies have changed 

many industries, especially the security industry (Reuter, 2019). Many crimes have become preventable or 

solvable with the use of information technologies in traffic. However, the convenience provided by this change 

has brought new security problems (Al-Safo and Muhammad, 2020). In this study, security vulnerabilities of 

Gatso speed detection cameras were analyzed experimentally. 

Gatso is a leading provider of traffic management solutions and offers many traffic management products, 

including speed detection cameras. Gatso speed cameras detect the speed of passing vehicles using radar and/or 

laser technology, and if the vehicle is traveling above the speed limit, the camera records the image and license 

plate of the vehicle. The recorded footage is used to penalize drivers who exceed the speed limit. Gatso speed 

cameras are used in many countries, mainly the UK, Australia and the Netherlands (Toogood, 1993). 

 

Although there are not many studies of speed cameras in the literature, there have been several potential security 

attacks against Gatso speed cameras detected by researchers. For example, a study conducted by Yasin and 

Hashim (Mahmood et. al., 2021) identified several security vulnerabilities in speed camera systems, including 

unauthorized access, data tampering, and the use of GPS jammers to disrupt camera operation. Likewise (de 

Andrade et. al., 2023), cyber-attack potentials were tested, including the use of denial-of-service attacks and 

malware to disrupt the active state of speed cameras and steal data. 

 

Another potential security attack against Gatso speed cameras is spoofing attacks. This type of attack generates 

a false signal to interfere with the radar system. Such attacks can cause the camera to malfunction and record 

incorrect speed data. Research by Choi ve Kim (Wang et. al., 2022) developed a method to detect and mitigate 

fraud attacks against speed cameras using machine learning algorithms.  

 

In 2018, a security expert named Florian Grunow proved how can disrupt numerous speed camera systems, 

including Gatso. Expert was able to remotely control the cameras and even manipulate the captured images 

(Muncaster, 2018). 

 

As mentioned above, there isn't much experimental research on the Gatso speed camera in the literature. 

 

Method 
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The Netherlands-based company Gatso develops technologies for speed detection cameras for traffic speed 

control in various countries around the world, on speeding in traffic and accordingly vehicle identification, 

reporting and taking, recording and reporting photos of the drivers in the vehicle. The company works as a 

system that is designed to operate as a closed circuit, by storing the images it has captured through wireless 

communication antenna, fiber optic network and GSM antenna systems connected to camera systems that can 

work in harsh weather conditions and can be installed outdoors, especially on the roadsides, in a central system 

or on itself. Gatso speed cameras can be offered to customers ready to operate one or more communication 

infrastructures depending on the infrastructure in the region (Toogood, 1993). 

 

System Details 

 

In the examinations made about the system, it has been observed that the systems installed within the borders of 

the TRNC record on themselves and accordingly, for the fastest method, the camera for the IEEE 802.11n 

communication method, the flashing lighting system connected to the camera and the communication antenna 

are used. Figure 1 shows the example of Gatso speed camera in TRNC. 

 

 

Figure 1. Example of Gatso speed camera in TRNC 

 

Add In the researches, it has been observed that a standard SSID is used in the cameras in the installation areas 

when the vehicle starts to approach the cameras and it is called SMAXXXXXXXXXXX. After the first 3 

characters, 3003919414, 3003919761, 3006906143 etc. continued speed detection system names were observed. 

The speed detection camera system identifications of the related camera systems cannot be found in the SCDB 

database. 

 

Here it is thought that SM is used as a Speed Meter. It is observed that Texas Instruments, which is used on the 

systems for wireless communication, uses wireless 802.11n modules, which is seen as the manufacturer, and 

WPA-PSK security method for wireless security. It is seen that the system can reach a maximum speed of 

150Mbps and also has 72Mbps upload and download speeds in the observations made. It is seen that the 

frequency is 2422-2442 MHz over channel 5 and the channel width is 20MHz. At the same time, it can be seen 

precisely in the MAC addresses of the antennas that it uses as a communication tool.   
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In this study, although not all antennas in the northern part of the island are controlled, it is planned to work on 

whether the communication of the relevant antennas can be prevented in the first place by making use of the 

gaps used by the wireless antennas, which is our theory. 

 

Experimental Study 

 

In this experimental study, a laptop with Kali Linux was used. Deauth commands were sent over Kali Linux by 

approaching the wireless network distance of the speed detection cameras where the experiment would be 

conducted. With the Deauth commands sent, it is aimed to interrupt the communication of the Gatso cameras 

with the antenna on the center and/or the intermediary communication antenna where they are registered. After 

communication is lost, it will take some time for the Gatso camera to be operational again as it is limited to the 

time specified in the Deauth command. During the transition from the dead state to the live state, while the 

Gatso cameras can communicate with the center again, the WPA2-PSK communication password of the two 

devices will be detected and if it is correct, they will try to reach an agreement. 

 

 

Figure 2: Attack on the Gatso wireless antenna. 

 

As can be seen in Figure 2, while there is a working communication between the wireless antenna (target 

device) of the Gatso speed detection camera and the vehicle and/or the central wifi receiving antenna (AP), the 

Attacker sends Deauth (disconnect) signals to more than one target device. uses a wireless interface. These 
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disconnect signals disconnect the target device and get a message from the port that it needs to re-establish the 

connection. As long as the attacker's disconnect signal continues, the connection between the Gatso speed 

detection camera and the AP is constantly disconnected and there is no data flow. 

 

In this way, it will be ensured that there is a malfunction in the communication of the system and accordingly 

the manufacturer or the system support team will have to manually repair it. In addition, if the system cannot 

reach the communication channel, it will reach the record limit to be recorded on it and then, after a point, as the 

capacity of the recording medium on which it is stored, it will begin to delete the old records sequentially, so the 

deleted overclocking reports will not be reported to the central system and it will be considered that these speed 

exceeding cannot be reported by the system. 

 

Whether it is possible to log in with the system password and whether there is outside interference in the devices 

will provide us with basic information for future research. 

 

Findings 

 

In the experimental study, the system was set up within the Gatso camera range. Deauth command was sent to 

the working Gatso camera system at regular intervals. With the deauth command, the system will be busy and 

will not be able to save a new record. If there is a second backup volume in the system, data received from 

clients will be saved there. Otherwise, the system will crash and no log information will be saved. 

 

 

Figure 3. Screenshot of Linux Deauth command 

 

There are 3 different screens in Figure 3. In the upper left, the surrounding wireless networks, the Deauth 

command is shown on the lower screen. Sent 10 Deauth commands and waited for it to hack the system. The 

upper right screen shows the monitoring screen. This screen shows the behavior of the Gatso camera system 

after sending Deauth commands. After the deauth command, the tracking data packet is reset, that is, the 

communication is lost, the packet cannot send or receive. Gatso system will not work with 10 Deauth command. 

 

In this case, if more packets are sent instead of 10 Deauth commands, the Gatso camera will not work for days 

depending on the number of packets to be sent and will remain inoperative until the channel number and/or 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

97 

MAC address are changed by physical intervention. 

 

Conclusion  

 

Today, informatics is very important for humanity. Almost all industries take advantage of IT to demand a 

better service for their customers. Otherwise, no industry can survive. With this great change in humanity and 

the business sector, the concept of security also changes. The traffic sector benefits from the advantages of 

information technology in terms of security. 

 

In this study, Gatso cameras are tested. Gatso cameras are speed detection camera systems used to measure the 

speed of vehicles in traffic. Gatso cameras that also display license plates of vehicles and drivers who exceed the 

speed limit. 

The purpose of this study is to interrupt the communication of the related Gatso camera, and it is aimed not to 

provide notifications by adhering to the long-term communication problem. 

 

After this experimental study, it is easily shown in the results of the experiment that the Gatso camera system 

has a security vulnerability. 
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Abstract: This research aims to introduce a novel experience in a Foundry-guided program that offers STEM 

(Science, Technology, Engineering, and Mathematics) graduate students an intentionally well-rounded 

educational immersion with culturally relevant interdisciplinary curricula and training. In addition, this graduate 

program experience is funded by the National Science Foundation. It is facilitated at a public, four-year, 

postsecondary institution and seeks to imbue students with the spirit of Gadugi, which emphasizes community-

centered collaborations and partnerships. Using a primarily qualitative methodology, this study will use 

graduate student experiences and reflections from the cultural training immersion component of the program to 

analyze student gains in cultural competency. The research question guiding this study is: Within a novel 

experience in a STEM program, what did graduate students gain in terms of cultural immersion training? 

Finally, in STEM, students will need to work with various people and different groups representing various 

cultural representations; this program offers comprehensive training in cultural competency that is novel to the 

STEM field and potentially replicable to other STEM graduate programs. Elements of this study could offer 

insight into effective student engagement strategies in cultural competency that could be essential integrations 

into STEM graduate experiences.    

 

Keywords: Cultural competency, Renaissance Foundry Model, Experiences, Immersion, STEM    
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Introduction 

 

Oghenebruphiyo (2020) reported that more and more postsecondary institutes were integrating immersive 

cultural opportunities, training programs, etc. This incorporation and focus on cultural awareness came in 

response to a nationwide push for students to be globally competitive and thrive in a STEM (Science, 

Technology, Engineering, Mathematics) field. These immersive learning opportunities aim to foster a deeper 

understanding of the interconnectedness of STEM fields within the broader context of diverse cultural 

backgrounds and perspectives. Such programs offer a unique approach to enhancing STEM education by 

immersing students in real-world settings, enabling them to apply their scientific knowledge, problem-solving 
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skills, and technical expertise to address complex challenges in culturally diverse environments. As these 

initiatives become increasingly prevalent, educators and researchers may potentially benefit from the profound 

impact of cultural immersion on student learning outcomes, not only enriching their academic experiences but 

also preparing them for the global workforce demands of the 21st century (Moore-Shroeder et al., 2020; 

Oghenebruphiyo, 2020). 

 

Incorporating cultural immersion experiences into STEM coursework allows students to appreciate better the 

cultural context in which scientific discoveries and technological advancements occur and develop critical skills 

in cross-cultural communication and collaboration (OECD, 2016). These experiences often include international 

study programs, service-learning initiatives, and fieldwork that expose students to different cultures, 

perspectives, and societal challenges. By engaging with diverse communities and addressing real-world issues 

in their educational journey, students are better equipped to apply interdisciplinary problem-solving approaches 

to complex global challenges, from addressing environmental sustainability to healthcare disparities. As the 

demand for professionals with a deep understanding of STEM fields and cultural awareness continues to grow, 

it is imperative to examine the theoretical foundations, practical applications, and outcomes of cultural 

immersion experiences within interdisciplinary STEM education programs (Basham et al., 2020). 

 

When the final seven authors collaborated to create this cultural training program, they focused on critical 

components that would help them guide students to gaining critical thinking skills and problem-solving skills, 

promote teamwork, and introduce cultural experiences interactively and engagingly. These components are 

discussed more in-depth in the following sections.  

 

Paper Overview 

Literature Review 

 

Student-centered and active learning strategies, as applied to STEM disciplines, have often been lauded for 

enhancing learning through active and engaged student interaction (Felder & Brent, 2015). However, the 

scholarship also underscores that activity-based learning in undergraduate education is often applied as short 

bursts of group work activity with confined interaction and set parameters (Bean, 2011). This research 

investigates active learning from culturally immersive experiences within a graduate program of study.  

 

Critical Components of the Gadugi Program 

 

The program employs three components to motivate graduate students to increase their critical thinking as it 

applies to solving real-world problems, developing their skills by working on an interdisciplinary team, and 

learning about diverse groups of people—specifically indigenous and rural populations. The following sections 

provide information about how the FEW (Food, Energy, and Water) fellowship program will employ different 

tools to guide graduate students throughout the program of study. They are the CAT (Critical Thinking 
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Assessment Test), the Renaissance Foundry Model, cultural immersion experiences, coursework, training 

sessions, and other events within the spirit of Gadugi. 

 

Renaissance Foundry Model 

 

The Foundry Model is an innovation-driven learning platform that emphasizes the development of a prototype 

of innovative technology through collaborative learning that responds to a community-based social challenge 

(Arce et al., 2015; Arce-Trigatti, 2018). Although a comprehensive description of the model is out of the scope 

of this work, the Foundry is developed elsewhere in the literature (Arce et al., 2015; Jorgensen et al., 2019; 

Sanders et al., 2019) and a brief overview of key concepts is offered herein to help facilitate understanding of 

the pedagogical design of this program.   

 

The Foundry Model offers a systematic organization of six key elements – The Challenge, Organizational 

Tools, Learning Cycles, Resources, Linear Engineering Sequence, and Prototype of Innovative Technology – 

that guide students through two iterative cognitive processes of Knowledge Acquisition and Knowledge 

Transfer.  Built on the foundations of active and student-centered learning, innovation-driven learning as 

fostered by the Foundry advances opportunities to build robust and collaborative learning techniques (Arce et 

al., 2015; Arce-Trigatti, 2018), interdisciplinary communication skills (Sanders et al., 2019), and associated 

critical thinking and problem-solving skills (Sanders & Geist, 2016). 

 

Further, anchored in a constructivist belief that students learn through the exchange of ideas and the construction 

of new knowledge through social interaction (Hashemnezhad, 2015), the core of the Foundry is founded on 

collaboration, wherein students learn more about the social challenge together, make connections to this 

challenge through available resources and develop a unique prototype of innovative technology that reflects 

continuous exchanges, knowledge construction processes, and critical design findings (Sanders et al., 2019). 

Innovation-driven learning strategies, like the Foundry (Arce et al., 2015), require extensive periods of student 

interaction within a student-centered environment engaged in interdisciplinary knowledge exchanges. In this 

graduate-level program, the Foundry was leveraged to develop the curricula, community partnerships, research 

opportunities, and immersion experiences that lead to the development of students’ theses or dissertations.   

 

CAT 

 

Haynes et al. (2016) indicated a pressing need for students to develop critical thinking skills in higher education. 

They introduced the Critical Thinking Assessment Test (CAT) as a postsecondary faculty-driven tool for 

enhancing these skills within graduate students in specific academic disciplines. The authors underscore a 

significant challenge in education: the misalignment between faculty's teaching objectives and traditional 

assessment methods that lean heavily on rote memorization. This practice does not mirror the real-world 

application of learned material. The pivotal role of faculty is emphasized as they are uniquely positioned to 

harmonize teaching and assessment strategies, bridging this pedagogical gap. 
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Furthermore, the article emphasizes the faculty's central role in fostering critical thinking and the importance of 

faculty development programs in motivating educators to prioritize students' critical thinking development. The 

CAT instrument emerged as a valuable assessment tool, utilizing short-answer essay responses that provide a 

more nuanced evaluation of problem-solving and communication skills, aspects often overlooked in traditional 

multiple-choice assessments. In addition, Haynes et al. (2016) introduced the innovative concept of CAT-Apps, 

equipping faculty to craft discipline-specific assessments tailored to enhance critical thinking abilities. This 

comprehensive approach reflects a collective commitment to nurturing critical thinking within higher education. 

 

Cultural Immersion and the Spirit of Gadugi 

 

In 2022, Borengasser and colleagues developed a qualitative study on mentor and mentee relationships within 

indigenous populations. In this study, the scholars identified multiple themes by conducting interviews and 

utilizing a narrative inquiry approach for data analysis, highlighting the importance of developing a program 

with opportunities highlighting cultural training or indigenous or native community events. As part of this study, 

Borengasser et al. (2022) defined the Cherokee word gadugi as “people coming together as one and working to 

help one another” (p. 7). Inspired by this concept, the graduate student program of focus for this contribution 

adopted gadugi as an anchoring spirit that guides the curricular approach that emphasizes community 

involvement, challenge-based learning with a social focus, and innovation partnerships. To create this type of 

learning environment, the Engendering the Spirit of Gadugi program centers on three critical, pedagogical 

components: The Renaissance Foundry Model (herein the Foundry), the Critical thinking Assessment Test, and 

the Immersion/Cultural training components (Arce-Trigatti et al., 2023). These will be further described in the 

sections below. 

 

Methodology 

 

This paper leverages an exploratory analysis that features a primarily reflective evaluation of graduate student 

experiences from the featured immersion training. Hanington and Martin (2012) describe exploratory analysis as 

an immersive process that exposes participants to contexts relevant to the research focus. Traditional data 

collection processes related to exploratory analysis include observation, experience sampling, reflections, 

cultural proofs, and contextual inquiry. Therefore, the foundations for this lens offer a space to delve deeper and 

explore major patterns relevant to the graduate students who participated in the immersive experiences of the 

trip. 

 

This research focuses on one component of the Engendering the Spirit of Gadugi program, primarily the one-

week intensive immersion training experience. This immersion training experience aimed to expose students to 

the three cultural populations partnered with this program: the Appalachian, other rural, and Cherokee cultures.  
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Exploratory Study 

 

Hanington and Martin (2019) indicated that exploratory analysis should be done early in a study’s methodology 

process, and researchers should forge “an empathic sense of the people targeted by the design work” (p. 52). 

This lens is strongly encouraged within the cultural immersion trip and training, and this research approach best 

fits the aims of this study. Additionally, this type of qualitative investigation is a flexible approach designed to 

help the researcher build categories that might be used to conduct a more deductive approach as we collect more 

data for further investigation within the larger research project.  

 

Participants 

 

Within this study, two of the six FEW (Food, Energy, and Water) Nexus graduate fellows asked the program 

mentors if they could share their experiences from the cultural immersion trip and what they were learning in 

the program. The graduate students are the first two authors of this paper. The first author is pursuing her 

master's in plant physiological ecology, and the second is a doctoral student seeking a degree in STEM 

education. Both graduate students began this program in August 2023 and went on the cultural immersion trip 

with limited knowledge of indigenous people and the Appalachian area. 

 

Cultural Immersion Trip 

 

The graduate students traveled with the program mentors (the final seven authors) across three states and made 

stops at 12 historic locations. These locations were: a.) Museum of Appalachia, b.) Highlander Education and 

Research Center, c.) Sycamore Shoals State Park, d.) Museum of the Cherokee Indian (now known as the 

Museum of the Cherokee People), e.) Fort Loudoun State Park, f.) Sequoyah Birthplace Museum, g.) Cherokee 

Removal Memorial Park, h.) Nancy Ward Gravesite State Historic Park, i.) Red Clay State Park, j.) Chief Vann 

House Historic Site, k.) New Echota State Historic Site, and l.) Etowah Indian Mounds State Historic Site and 

are presented in Figure 1. Due to time constraints, two locations (the Oconaluftee Indian Village and the Great 

Smokey Mountains Heritage Center) were cut from our trip to allow the group more time at the 12 sites we 

visited. 

 

  

a.) Cedar Creek Charlie display at the Museum of 

 

b.) Conference Room at Highlander Education and 

 

c.) Visitors Center Entrance at Sycamore Shoals State 
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Appalachia Research Center Park (The Monkey’s Mask, n.d.) 

 

d.) Museum of the Cherokee People 

e.) Aerial View of the Fort at Fort Loudoun State Park 

(©TN History for Kids, 2023)  

f.) Sequoyah Birthplace Museum 

 

g.) Cherokee Removal Memorial Park 

 

h.) Nancy Ward Gravesite State Historic Park (Parker, 

2018) 

 

i.) The Blue Hole—Considered a Sacred Spring at Red 

Clay State Park  

(Tennesseephotographs.com as cited by Shelton, 2023) 

  

j.) Chief Vann House Historic Site 

 

k.) Plaque hanging at the front entrance of the Visitor 

Center at New Echota State Historic Site 

 

l.) Side of Mound A at the Etowah Indian Mounds State 

Historic Site 

Note. All photos are the authors’ work (unless noted otherwise). 

Figure 1. Cultural Immersion Photographs 

 

Data 

 

The study is part of a larger research project. Also, the authors focused on the cultural immersion trip in the case 

of this investigation. Therefore, two types of data were collected for inductive analysis. The forms of data were 

reflectional responses to prompts the program mentors provided to each graduate student and from a required 

short three- or four-minute recorded audio or film. These artifacts were provided to the Program Director no 

later than one week after returning from the trip. 

 

The first two authors responded to the following prompts for the reflectional responses: 1. List three keywords 
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that stood out to you about this site. 2. Describe 1 or 2 significant takeaways from this visit. For this research, 

we collected 24 (sets of 12 from each graduate-level author representing the 12 historic locations we visited) 

written responses or data analysis.  

 

In the case of the recorded audio or visual, the first author submitted a video recording, and the second author an 

audio recording. The program mentors asked us to create these recordings by sharing some of our biggest 

takeaways from the overall trip with a marketing theme to recruit future cohort members to want to go on the 

trip. These recordings were transcribed for easier access to the reflectional data within each artifact. 

 

Inductive Analysis 

 

For this inductive analysis process, the authors investigated the data for potential codes that might arise from the 

written reflections and transcribed recordings. Maxwell (2013) and Crotty (1998) described inductive analysis 

as an essential qualitative research method that involves moving from specific observations or data points to 

broader, more abstract themes or generalizations. This approach often starts with raw data collection and allows 

patterns, themes, and relationships to emerge naturally through a grounded data exploration. Maxwell (2013) 

highlighted this analysis approach for generating theories or hypotheses rooted in the data, making it particularly 

well-suited for research contexts where existing theories are limited or inadequate. Crotty (1998) emphasized 

that inductive analysis is characterized by a bottom-up approach, offering a holistic and context-driven 

understanding of the research subject, making it a valuable tool for researchers seeking to uncover deep insights 

from qualitative data. 

 

Lessons Learned 

 

One graduate student reported that she had learned a lot from this trip, and after visiting the Sequoyah 

Birthplace Museum (an early stop on this trip), she “wonder[ed] what other native American history [she] 

missed in class.” This graduate student also contrasted what she learned on the trip from our one program 

director, a historian and avid researcher of Native American history, to what she learned from historical sites. At 

Nancy Ward Gravestone and Memorial Site, the graduate student indicated that 

to understand history fully and why Nancy Ward was so important, a personal historian was used. It 

was crazy to learn about her being a war hero, only to see a sign made by the state of TN talking about 

how good of a homemaker she was. 

 

After visiting the Etowah Indian Mounds State Historic Site, this student also shared 

I had no idea that there were historic mounds in this part of the country. Learning about the Etowah 

gives you a better understanding of the Native Americans in this area. It also is upsetting because this 

history is just glossed over in American history class. It makes me wonder what else I missed.  

This student’s reflections revealed that she wanted to know more about American history. However, in the 
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future, she may be more apt to search for individuals who might share a different perspective on American 

history—particularly those narratives that include the history of other cultures. 

 

Many reflections indicated that the graduate students had gained something from the many cultures they 

encountered on this cultural immersion trip. After the trip from the Sequoia Birthplace Museum, another 

graduate student reported that the museum engaged visitors by using different tools. Artwork, cinematic 

technology, and other displays shared Sequoyah’s story of developing the Cherokee syllabary. This setup was 

accessible to all visitors. Also, within this reflection, the graduate student noted how the indigenous-operated 

historical sites seemed to be set up to ensure that all visitors could enjoy and learn from different locations. 

At Chief Vann’s House and Historic Site, the same graduate student indicated 

Just having that open, reflective nature in going to these museums, maybe you might notice some 

things like I did. I was also intrigued by how much Chief Vann embraced the White man’s culture at 

that time. He passed this on to his son, even. But what has got me completely dumbfounded is that the 

government gave away his land with everyone else's property through a lottery and still moved them 

off of their land. That was the first time I had heard this part of history, and it saddens me.  

 

This student learned about the Cherokee people from this historical site from an empathetic park ranger who 

told the story of Chief Vann. With the added historical details from one of the program directors, this history 

based on the Cherokee’s resilience and willingness to try to assimilate with the White Europeans seemed to 

bring on feelings of disbelief that the government did this to a whole nation of indigenous people and empathy 

for this group. It is possible that the student might have learned from this information and might have taken this 

newly acquired knowledge for granted had she not kept an open mind to visit this site and then reflect on what 

she learned. 

 

From investigating reflections such as these graduate students’ written responses, six themes emerged from the 

data analysis. They were a.) Learning from Multiple Perspectives, b.) The Power of Storytelling, c.) Critical 

Thinking, d.) Appreciation for Others’ Shared Perspectives, e.) Sense of Belonging, and f.) Self-Empowerment. 

Appreciation for Others’ Shared Perspectives had two categories: Personal Realization and Modeled for Us. 

Sense of Belonging also had two categories: Inclusion and Exclusion. Each theme is discussed further in the 

following sections. 

 

Learning from Multiple Perspectives 

 

The graduate students' reflections offer a profound glimpse into their newfound appreciation for the significance 

of multiple perspectives in American history. A student expressed a sense of missed opportunities in one 

reflective account, remarking, "I wonder what other Native American history I missed in class." This statement 

underscores the pressing need for a more comprehensive approach to historical education that embraces a 

broader array of perspectives and narratives, ensuring a more inclusive representation of American history. It 

raises questions about what aspects of history remain hidden or underrepresented in traditional curricula. 
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The Power of Storytelling 

 

The cultural immersion trip provided the students with a firsthand experience of the compelling impact of 

storytelling. During their visit to the Sequoyah Birthplace Museum, they observed an engaging blend of art, 

cinematic technology, and interactive displays that effectively conveyed Sequoyah's journey in developing the 

Cherokee syllabary. In addition, one program instructor shared many historical narratives from the Native 

American perspective at each historical site. These elements facilitated a dynamic and accessible way of sharing 

historical narratives, making history come alive for this cohort of graduate students. The power of storytelling 

became a means of fostering connection and empathy with the past. 

 

Critical Thinking 

 

The students’ reflections unveiled their evolving critical thinking skills as they questioned and reevaluated their 

prior understanding of history. Notably, one student's surprise was palpable when confronted with the stark 

contrast between the portrayal of Nancy Ward as a war hero and the State's portrayal of her as a homemaker. 

This critical perspective highlights the importance of encouraging students to question the dominant historical 

narratives and seek a deeper, more nuanced understanding of the past. 

 

Appreciation for Others' Shared Perspectives 

 

The cultural immersion trip facilitated a profound appreciation for the perspectives of others, particularly those 

of indigenous cultures. The students were deeply moved by the empathetic and revealing narrative offered by a 

park ranger during their visit to Chief Vann's House and Historic Site. The ranger shared the little-known history 

of indigenous land dispossession, which occurred through a lottery system. This revelation left the students with 

a strong sense of disbelief and empathy for the struggles faced by indigenous communities. It serves as a 

reminder of the importance of embracing diverse perspectives and acknowledging the historical injustices that 

have shaped the nation. 

 

Sense of Belonging 

 

Within the overarching theme of Sense of Belonging, two distinct categories emerged. Inclusion: The cultural 

immersion trip highlighted the inclusive nature of indigenous-operated historical sites, exemplified by the 

Sequoyah Birthplace Museum. These sites were thoughtfully designed to ensure accessibility and enjoyment for 

all visitors, fostering a sense of belonging among a diverse audience. The inclusive approach embraced the rich 

tapestry of American history, allowing visitors to connect with and appreciate the experiences of various 

cultures. 

 

However, a sense of exclusion also surfaced when the government's historical injustices, such as the 
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dispossession of Chief Vann's land, were revealed. This stark historical reality emphasized the need for 

reconciliation, understanding, and addressing past wrongs. It underscores the importance of recognizing and 

rectifying exclusionary practices that have shaped the nation's history. In addition, it was also clear that the 

students also shared about the exclusion of Native American representation at Sycamore Shoals. The students 

watched a movie, and one graduate student’s reflection reported that 

I was doubly stunned to see (clearly) white actors playing the part of Native Americans. The actors 

were Redface! I was SHOCKED! After the Blackface controversy, I was floored that a government-

operated facility promoted a historical short movie with Redface[d] actors. This should be fixed for 

future generations. 

So, while the graduate students felt a sense of belonging and welcomeness within the contemporary 

environment of Sequoyah Birthplace Museum, they saw at another historical site the blatant exclusion of the 

Native American people. 

 

Self-Empowerment 

 

The students' reflections pointed to a transformative impact on their self-empowerment. Their open-mindedness 

and willingness to visit historical sites allowed them to discover a deeper understanding of history and a more 

profound connection with the experiences of marginalized cultures. This sense of self-empowerment emerged as 

a central outcome of the cultural immersion trip, underlining the potential of such experiences to inspire 

students to engage more actively with history, seek diverse perspectives, and contribute to a more inclusive and 

empathetic understanding of the past. 

 

Significance of Results 

 

One of the primary goals of this graduate student program is to promote the program’s title theme, Engendering 

the Spirit of Gadugi. These graduate students shared in these initial reflections about making gains in listening 

to and embracing diverse cultural natives, critically thinking about these shared stories, and learning from these 

multiple perspectives. These academic tools will serve these graduate students when they collaborate with 

communities to help them confront the food, energy, and water challenges these culturally diverse groups might 

be experiencing by developing innovative prototypes. 

 

Implications for Future Research 

 

This program promotes further growth and learning opportunities by employing the Renaissance Foundry 

Model. Fellows in this program will work with a diverse interdisciplinary team to create a prototype of 

innovative technology. This prototype should align with one or more of the FEW (Food, Energy, Water) nexus-

related issues. Therefore, future investigations might explore how learning from others and appreciating their 

input while working on a real-world problem could improve future efforts to build an effective interdisciplinary 
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team. In addition, future research efforts might also investigate self-empowerment and sense of belonging as 

they might relate to identity and their experiences working with a diverse team. Furthermore, this paper 

represents an exploratory approach. As such, the authors will work further on data analysis to present a more in-

depth representation of all the cohort members participating in the program. When the authors complete their 

investigation, they plan to share their research. 
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Abstract: Solutions are needed to help technical programs at educational institutions adopt and modify 

emerging technology programs more efficiently and expeditiously. The cloud computing industry has become 

the number one transformative technology trend in the region and the nation. The pandemic has single-handedly 

sped up this move. Cloud computing has low up-front costs, quick deployment, customizable features, and 

flexibility, while also being a solution with room for innovation (Ziyad et al., p 2, 2021). Microsoft’s CEO Satya 

Nadella advises “Pandemic, digital adoption curves aren’t slowing down. They’re accelerating, and it’s just the 

beginning” (Microsoft, 2021). Hence, businesses are moving at an unprecedented pace, transforming to cloud 

solutions. A common theme from our technology workforce partners is the lack of cloud computing technicians, 

sparking institutional priorities to propose creating a new curriculum to meet the new paradigm in emerging 

cloud technologies. In this paper, we discuss cloud computing including its basic characteristics and delivery 

models, and the process of creating a cloud computing AS degree pathway for students with the support of the 

National Science Foundation (NSF) grant. 
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Introduction 

 

The cloud computing industry has grown exponentially. Spurred by the pandemic, businesses nationwide are 

transforming services to cloud platforms at an unprecedented rate. As a result, there are widespread workforce 

gaps for cloud computing technicians. Cloud computing is an emerging technology, and technical colleges of 

higher education have not yet widely created curricula and supporting materials to effectively train technicians 

in this rapidly growing field.  

 

Numerous commercial businesses are switching to cloud computing because of the service's effectiveness and 

pay-as-you-go model. Resource consumption (processing power, completed transactions, bandwidth usage, data 

moved, storage space used, etc.) serves as the foundation of this pay-as-you-go system. Customer data is stored 

in cloud computing data centers that are controlled by cloud service providers like Amazon, Microsoft, Google, 

etc. It causes several security issues. Data exfiltration, shaky interfaces, resource sharing, data availability, and 

internal attacks are just a few of the dangers that might arise from data being stored in a data center. Using AWS 

as a reference, the study evaluated the applicability of these models, considering programming frameworks like 

Java for large enterprises and Python for startups. Cloud computing's fundamental advantages were also 

outlined. Lastly, delivery models which include PaaS (Platform as a service), IaaS (infrastructure as a Service), 

and SaaS (Software as a service) were analyzed. 

 

With increased demands for emerging technology education, a unified approach with other best practice 

technical degree institutions – sharing best practices, curriculum, faculty training, and industry networks - 

makes the most sense. Although there was a great deal of research in the period of 2014-2021 covering many 

different aspects of cloud computing, the majority of studies focused on cloud computing adoption and security. 

It is one of the most important aspects of cloud computing where organizations must pay attention to their risks 

and make wise decisions to ensure the sustainability of adoption. 

 

Advancement and Innovation within the Field of Cloud Computing 

 

Cloud Computing (CC) is an emerging technology that has gained significant attention globally. It has several 

advantages, such as pay-per-use, resource pooling, and scalability. The National Institute of Standards and 

Technology (NIST) defines cloud computing as “a paradigm for enabling useful, on-demand network access to 

a shared pool of configurable computing resources” (e.g., networks, servers, storage, applications, and services) 

that can be quickly provisioned and released with little management effort or service provider interaction” 

(Mcsi, (2009); Mell and Grance (2011); Shrivastava & Bhilare (2015)). According to the NIST definition, the 

basic actors in the cloud computing context are the cloud service provider (CSP) and the cloud service consumer 

(CSC), despite that there might be service agents involved (Hogan, et al. (2011)). While cloud computing has 

several advantages, it also demonstrates several challenges, like security issues caused by its multi-tenancy 

nature and the subcontracting of infrastructure, sensitive data, and critical applications, which causes serious 
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consequences ( Aljawarneh, et al., 2016; Ben et al., 2012; Ben et al., 2013, Jakimoski., 2016, Jouini, et al., 

(2014), Jouini, et al., (2014), Jouini, et al., 2012, Jouini, et al., 2015, Kushwah, et al., 2013, Mell et al., 2010, 

Shrivastava, et al., 2015. Sun, et al., 2014).          

 

Cloud Computing is a new technology that could potentially revolutionize IT implementation and delivery 

(Alismaili, et al., 2020). Cloud computing is considered an innovative model for IT service sourcing that 

generates value for the adopting enterprises (Su, et al., 2009). It enables enterprises to focus on their core 

business activities, and, as a result, productivity is increased (Garrison et al., 2012). The adoption of cloud 

computing is growing rapidly due to the scalability, flexibility, agility, and simplicity it offers to enterprises 

(Garrison et al., 2012, Parakala, et al., 2011, Venters et al., 2012). It offers several services presented in three 

models: Software as Service (SaaS), Platform as Service (PaaS), and Infrastructure as Service (IaaS). Software 

as Service (SaaS) provides applications or software to end-users, Platform as Service (PaaS) provides access to 

platforms, and Infrastructure as Service (IaaS) offers processing storage service (Rimal et al., 2011). 

 

SaaS is a software distribution model in which a cloud provider hosts applications and makes them available to 

end-users over the internet. In this model, an independent software vendor may contract a third-party cloud 

provider to host the application (Mcsi, 2009). Some SaaS applications have been developed for business 

technologies. This includes sales management, CRM, financial management, and Human Resources 

Management.  

 

The second cloud class service model is PaaS. It provides developers with a platform that covers the developing, 

testing, distributing, and hosting lifecycle of advanced web applications as a service. Facebook F8, Salesforce 

App Exchange, Google AppEngine, Bunzee Connect, and Amazon C2 provide several ready-made services. 

This may indicate that PaaS can support multiple applications on a single platform (Xu (2012).  

 

The third cloud class service model is IaaS. IaaS can be defined as a form of cloud computing that provides 

virtualized computing resources over the internet. It represents a pay-as-you-go (post-pay).  

 

 

Figure 1 shows the different types of cloud computing services. 
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The three primary IaaS cloud providers are Amazon Web Services, Google Cloud Platform, and Microsoft 

Azure. All have their strengths and weaknesses depending on what you want to build. Academia-Industry 

collaboration in research has been a long-standing tradition, allowing access to materials, laboratories, data, and 

expertise (Kaymaz et al., 2011, Rahman et al. (2020). Coghlan and Coughlan identified three particular insights 

into collaborative research, which are: 1) linking theory, practice, and collaboration; 2) capturing differences 

while sustaining collaboration; and 3) managing quality [9]. These same insights apply to the use of cloud-based 

technology in the classroom, where focusing on business software literacy and skills in as close to real-world 

applications is critical (Sannö et al., 2019). AWS provides two separate groups within Amazon that assist in 

sharing resources and expertise; the AWS Academy and the AWS Educate. To bridge the gap between small- 

scale and theoretical cloud skills to deployment in business-scale systems, AWS Academy provides free cloud 

resources, professional training, and industry-standard curriculum to institutions and educators (Rahman et al., 

2020). 

 

Increased demand for cloud computing technicians  

 

According to the Computing Technology Industry Association (CompTIA) Cyberstates 2021 Annual Report, 

the Tampa Bay metropolitan area ranked 15th nationwide in net tech jobs added, ahead of Orlando 26th and 

Miami 37th. The concern for STEM shortages tends to focus on the possibility of an insufficient supply of 

STEM workers, “but the deeper problem is a broader scarcity of workers with basic STEM competencies across 

the entire economy” (U. S. Bureau of Economic Analysis [BEA], 2018). The local workforce development job 

projections reveal an 18% growth for computer network architects, table (1) (U.S. Department of Education 

[USDE], 2021).    

                 

Table (1) Local workforce projections 

 

 

Tampa’s growing business climate  

 

Tampa serves as the headquarters for various companies, including 20 corporate headquarters (eight Fortune 

1000 companies). Tampa Bay provides a sizable technology hub for the region, state, and nation, with double-

digit growth in key tech sector jobs. According to the Tampa Bay Business Journal, “some high-profile deals in 

2020 that brought national attention to Tampa Bay began to pay off where companies are fleeing high-tax hubs 
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and high costs of living” (Economic Development Council of Tampa Bay, 2021). This is best exemplified by 

new business activity, such as New York-based CrossBorder Solutions, Celsius Network, Virginia-based ID.me, 

and startups with multimillion-dollar investments – Aspen RxHealth, Red Rover, SOMA Global, OPSWAT. 

(Lauren Coffey, Jul 2, 2021). Almost all sectors – healthcare, education, government, and small and large 

companies-have been hard-pressed by market demand to convert from “old era” services to “new era” services 

(Ziyad R. A et al., 2021). The Tampa region has an extensive portfolio of business industries, including 

advanced manufacturing, financial services, healthcare, tourism, education, and agriculture, contributing to our 

broad industry base where cloud technologies will be at the forefront of business operations. 

 

Industry engagement 

 

 Many organizations moved from short-term survival and are now well-positioned for longer-term strategic 

change. Industry expertise is needed to keep up with transforming technologies. Further conversations with 

NSF, Convergence Technology Center of Excellence (2021), led to creating a Business Industry Leadership 

Team (BILT) to guide us through the curriculum development and to advise us on what knowledge, skills, and 

ability (KSA) they would like to see the graduates of our cloud computing program equipped with. Several 

business professionals from area companies, (US Special Operations Command, Hillsborough County Public 

Schools, Accenture, Shriners International, and others) gave insight into industry needs that spearheaded 

activities for the new cloud computing curriculum. Businesses identified several pressing needs, including a 

collective concern in finding cloud architects and the need for gateway industry certifications as a priority to 

gain access to the job market. 

 

Curriculum development 

 

A transforming technology environment poses challenges for technical colleges. There is a continuous need to 

adopt, modify, and create new content to stay aligned with emerging technologies. Hillsborough Community 

College received a grant from the National Science Foundation (NSF) to create an associate degree pathway in 

cloud computing for students in the Tampa region. The outcome of this work will be disseminated to other 

institutions that want to establish such a cloud computing degree program. 

   

The framework outlined in this paper is a combination of previously articulated curriculum development 

approaches by Thomas (Thomas PA, et al., 2016), as well as the framework used at Hillsborough Community 

College. The steps that we took in developing the AS curriculum in Cloud Computing are: 

 

• Performing a needs assessment and writing a rationale statement. 

• Determining and prioritizing content (KSA’s) with the involvement of BILT. 

• Cross reference. 

• Writing goals and objectives. 
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• Implementation of the curriculum. 

• Evaluation and application of lessons learned. 

 

The development of the curriculum was initiated by conducting a viability study and a survey within the Tech 

industry in the Tampa region. Our findings report indicates cloud computing has become an increasingly 

important and relevant field of study across multiple occupational areas and industry sectors in the quad-county 

region. This degree program would address industry demand by providing students the skills to design, 

implement, and support cloud computing and help organizations transition to the cloud. 

 

The second step was to determine what exactly was going to be addressed, and a process was undertaken to 

involve the Business Industry Leadership Team (BILT). The Team compiled a list of Knowledge, Skills, and 

Abilities (KSAs). The team complied a list that reflects the knowledge, skills, and abilities the employer wants 

the student to possess upon graduation. 

 

The third step was to cross-reference the (KSAs) list with the courses that satisfy each of these (KSAs). By 

doing so we found out that some (KSAs) don’t have an existing course that can map to them. This finding 

triggered the need to create new courses that satisfied the needs suggested by the Industry Leaders. 

 The fourth step was writing goals and objectives for each new course that needed to be included in the new 

cloud computing curriculum. 

 

The fifth step was to meet with the (BILT) group several times and follow a specific curriculum development 

process. The process began by discussing if there was broad agreement that this curriculum satisfies the needs of 

the industry based on the (KSAs) provided by the (BILT) team. The curriculum went through several stages of 

refinement based on the (BILT) and other faculty suggestions. A decision was made and voted on by the 

college-wide curriculum committee.  

 

Table (1) Cloud Computing Curriculum development steps summary of the courses introduced. 

Performing a needs assessment 

and writing a rationale statement. 

Through focused attention on the current industry needs (KSAs) 

Determining and prioritizing 

content (KSA’s) with the 

involvement of (BILT) 

Using a variety of sources, drill down a list of key areas of content to 

be addressed in the curriculum and, prioritize based on the (BILT) 

team suggestions. 

Cross-reference Matching the (KSA’s), to one or more of the available courses and 

introduce new courses as needed 

Writing goals and objectives Broad overview of the content to be covered and specific measurable 

statements that identify the who, what, and when to cover for each 

new course in the new cloud computing curriculum. 

Implementation of the curriculum. • Introduction to the Cloud 
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• Enterprise and Cloud Computing 

• Introduction to Virtualization 

• Introduction to Artificial Intelligence 

• Introduction to Machine Learning 

• Introduction to Network Security 

• Introduction to Python Programming 

• Enterprise Operating Systems  

• Cloud Computing Capstone 

 

Results 

 

A well-developed cloud computing curriculum has been produced. This new curriculum provides several 

benefits for students and industry. A curriculum that lays out the actual needs of the industry helps the students 

to learn the skills that they need to get their foot in the door and get a career in the cloud industry. A summer 

workshop boot camp hit the ground running with 60 hours of fundamental training in AWS Certified Cloud 

Practitioner exam. The workshop was designed to ensure all students were set up for success, regardless of their 

previous technical knowledge. In this workshop, students learned how an Amazon AWS Certification validates 

cloud expertise to help professionals highlight in-demand skills and organizations build effective, innovative 

teams for cloud initiatives using AWS. 

 

Conclusion  

 

Based on the results of this project, we were able to develop a cloud computing curriculum. The curriculum 

model presented here and its elements can be used by any other colleges and institutions that wish to adopt a 

pathway in AS degree in cloud computing. 

 

This paper provided a general overview of cloud computing research conducted over the years and some of the 

advancements and innovations that were accomplished. In addition, we provided a systematic approach for the 

development process that we went through, including how we engaged local industry leaders.  Their input in the 

curriculum will afford our cloud computing graduates a better chance to succeed in their future career. We 

provided a framework for the development process.  In doing so, we are making this process accessible to other 

community colleges, regardless of previous experience. The process may be applied to develop an entirely new 

curriculum or to modify an existing one. Curriculum development begins with conducting a needs assessment 

and developing a written rationale for the curriculum followed by determining and prioritizing what content will 

be included in the curriculum. In addition, our research study provides insights into application domains that 

have utilized cloud computing and those that are yet to come. As a result, practitioners in these domains can use 

this knowledge to reform their business processes, enabling them to take advantage of cloud computing 

advancement and innovation.  
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Abstract: Everyday our body’s immune and detoxification systems are working to protect us from pathogens, 

cancerous cells, foreign substances, and chemical exposures. Declining trends in per capita longevity in the US 

suggest that these systems are being stressed beyond their natural resiliency. Several of these trends are 

discussed in light of funding for preventive vs. illness care. The authors then use a systems and interdisciplinary 

approach to introduce the immunobiological and biotransformation systems, and the concept of the exposome 

for those unfamiliar. The science of the immune and detoxification systems is explored considering the idea of 

chronic low-level inflammation. Additionally, new research is discussed that is shedding light on how these 

systems help to regulate inflammation in the human body and how their dysregulation might be a triggering 

factor for chronic disease states or flares of chronic disease conditions predicated on inflammation.  The 
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social/cultural conditions of stress and the roles that they play in inflammation and disease states is also 

explored. The paper concludes with thoughts about emerging technologies in the nanotechnology and artificial 

intelligence areas and the roles that these might play in furthering an understanding of current health trends by 

expanding public health researchers’ and practitioners' abilities to query large data sets and calculate the 

cumulative impacts of multiple exposure sources and types.  Specific suggestions for addressing 21st century 

information and data needs to address population health concerns while collaborating outside of traditional 

fields conclude the paper. 
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Introduction 

 

In the immediate post-COVID-19 interlude, Americans in many ways have much for which to be thankful. 

While the pandemic was devastating, resulting in the death of over 1.1 million Americans and was a very 

serious health challenge for another 6.4 million, who were so acutely ill that they required hospitalization, and 

was a trial for over 100 million Americans suffering through at least one case of the disease, it could have been 

much worse (CDC 2022, CDCa 2023, JHUM 2023). Most Americans were inconvenienced and stressed. 

Circumstances would have been much worse without public health social distancing and masking efforts, public 

health education and immunization campaigns, much worse without medical interventions and medical research 

scientists producing several safe, effective vaccines in record time, much worse if the case fatality rate had been 

higher than the modest 1.1% ‘average’ across the U.S.  

 

The challenge with averages is the exclusion of important details.  Problematically, averages hide vast 

disparities by race, socioeconomic status, and educational level, especially for small, marginalized groups. 

Sadly, COVID-19 was much worse for the groups most likely to suffer the deadly to serious brunt of the virus’ 

capacity to sicken and kill. Consider, for example, Native Americans, particularly those living on tribal lands, 

who suffered mortality rates 2-3 times higher than Latino or Black populations, who in turn had mortality rates 

64-81% higher than Whites (Leggat-Barr et al., 2021).  The public became at least familiar with these health 

disparities during COVID-19, disparities that the allied and public health sciences have been researching, 

documenting and working to change since at least the early 2000s. 

 

Two important questions to ask concerning efforts to address health disparities and improve the public’s health 

is how efficiently have new insights and understandings in health disparities data been translated into actionable 
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programing, and what impact has this had? Looking at the toll COVID-19 has taken on the most vulnerable, the 

answer is not promising.  However, the problems that the most vulnerable have and still experience have been 

widening for some time to include more and more Americans. A quick look at new research on trends in US 

citizen longevity can provide insight into these matters. A new study from Virginia Commonwealth University 

tracks changes in longevity in the US from 1933 – 2021. The author notes that, “the United States suffers from a 

health disadvantage: the US population experiences poorer health than populations in other countries, and the 

disadvantage has grown over time (Woolf, 2023, pg.970).”  The study shows that life expectancy increases in 

the US flattened in 2010 and began to drop, while in other economically developed countries, life expectancy 

continued to climb. 

Signs of intermittent decline had been present since the 1950s but accelerated since 1983 (Perterson -KFF 

2023). “Other countries experienced faster growth [than the US in longevity] in each phase [time period] except 

1974 to 1982. During 1933 to 2021, 56 countries on 6 continents surpassed US life expectancy. Growth in US 

life expectancy was slowest in Midwest and South-Central states (Woolf, 2023, pg. 970).”  The conditions that  

impact this trend the most (which in Woolf’s analysis were statistically adjusted to consider COVID-19) are 

chronic diseases tied to inflammation in the body caused by conditions such as CVD, diabetes, obesity, and 

depression, diseases amenable to preventive intervention where expenditures are only about $32 per capita 

(TfAH 2017). This is occurring at the same time that we are spending over $12,000 per capita on medical 

interventions including over $1,000 per capita on prescription drugs (Peterson 2023, Sarnak 2017). At this time,  

we are beginning to realize that environmental concerns are more closely than ever tied to human health and 

wellbeing whether we recognize the urgency of climate change or try to understand the impact that 

environmental chemical residues have on life expectancy as research has found that well over 200 chemical 

residues are present in the “average” person, see Figure 1 (CDCd 2023). 

 

 

Figure 22: Trends in Human Health by Zeman et al. 

 

Thes discussion has begun with the latest research on life expectancy trends in the US population and asks, “Are 

other trends interacting to produce this unfortunate outcome and, ir so, how and why?”  How can the totality of 

inflammatory impacts suppressing good health and longevity be measured?  How can public health and 

preventive medicine professionals, policy, and programs, (the other way to good health” rather than after-illness 

medical intervention) be empowered with better analytical tools and better data to impact health policy and 
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reverse the trends in declining longevity?  How can we come to recognize and measure the exposures, risks, and 

behaviors that are literally setting the public’s health on an inflammatory path and shortening lives? The systems 

that are interacting between exposures and health behaviors  have documented ties to inflammatory processes in 

the areas of environmental contaminants, diet, and health equity as they contribute to shortened lifespans are 

introduced. The authors call for further investment in prevention and public health with a focus on the latest in 

environmental and health characterization tools as well as analytics to start reversing declining longevity. The 

paper concludes with a call for better systems analysis, better public health policy measures, and more financial 

investment in a future that stresses prevention while helping to delay or avoid the need for medical treatment. 

 

Method 

 

This is a review article, editorial paper.  The authors’ based their writing on multiple keyword searches 

including all the keywords used in the abstract, which included chronic disease, immunobiological, 

biotransformation, expososomes, emerging technologies, nanotechnology, artificial intelligence, adverse 

childhood experiences, socioeconomic status, and public health.  Based on the authors’ expertise in medicine, 

health sciences, and public health, various governmental agency sites and professional organization sites were 

searched including the National Institutes of Health (NIH), Centers of Disease Control and Prevention (CDC), 

and The National Association of County Health Officials (NACCHO). All sources with the exception of 2 

foundational publications (Parke and Parke 1996 and Gomez-Mejiba 2009) are within 10 years of the current 

date. James Madison University and University of Illinois Library databases were used. James Madison 

University libraries include overall 532 databases, 105 health, 92 medicine and 15 public health focused. The 

University of Illinois libraries include 143 databases, 3 allied health, and 15 public health.  Over 100 unique 

publications and sources were reviewed in developing this paper, 54 are included as references. 

 

Results 

Current Public Health Landscape and Its Limitations 

 

Public health activities include a broad number of interrelated disease surveillance, environmental surveillance, 

and outreach programs that are designed to enhance the wellbeing of communities, to identify and intervene in 

infectious and chronic disease trends, and to ensure the quality of the environment to protect and maintain 

human health (CDCb 2023).  It is important to stress that these actions are taken to prevent diseases and 

mortality in populations, not to treat them once ill health has manifested. Some public health departments also 

attempt to provide coverage of basic, preventative healthcare services, such as well-child checks, immunization 

clinics and dental cleanings. They work at the level of prevention and control when such services are provided 

(Birkhead et al., 2021). 

 

Public Health Departments also monitor environmental conditions (air, water, exposure to heavy metals and 

human exposures (i.e. blood lead levels in children)) and data trends concerning these environmental factors. 
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Many departments include disaster response and preparedness in their activities also, tornados, floods, even 

terrorist events. Additionally, public health departments monitor reportable infectious diseases in the population 

using epidemiological methodologies as well as rates of chronic diseases.  The goal is to develop programing or 

services that would be preventive in nature to reduce the number of chronic and infectious diseases that are 

impacting the population and to evaluate and continuously improve their programing (Perrin, 2016). 

 

These efforts are not without challenges as public health systems in the U.S. are dramatically underfunded 

compared to expenditures on medical interventions once disease has developed, and rural counties tend to have 

even fewer resources, including at times only part-time public health staff.   Dr. Glen P. Mays of the Colorado 

School of Public Health, University of Colorado researches, teaches, and monitors public health policy and 

economic expenditures.  His calculations indicate that in 2012 public health spending was about $240 per capita, 

which has held steady into the 2020s, basically less than 3% of National Health Expenditures (NHE) overall 

(Mays, 2023). Other sources cite an even lower figure with a report in 2017 indicating less than $32 per capita 

expenditure on public health (TfAH 2017). This should be compared to the expenditure of over $12,000 per 

capita for direct medical care (Peterson 2023).  Additionally, unequal distribution of direct care providers makes 

it difficult to offer preventive medical and dental services, such as well-baby visits or dental cleanings. 

Underfunding also creates challenges for infrastructure, keeping health departments from the cutting-edge 

technology that could make real preventive services a reality.  One of the points made in this article is the need 

to invest in infrastructure improvements and innovations to capture the cutting edge of technology, such as 

environmental sensing/characterization tools employing nano sensors and integrating those and other existing 

databases with an Artificial Intelligence (AI) interface.   

 

The best technology and funding will not help if the workforce is not trained and prepared to use it. A recent 

Israeli study found that there is an important lack of competency for health advocacy work, leadership skills, 

and systems thinking (Bashkin 2022). A 2018 study attempted a meta-analysis of public health training 

satisfaction in the US exploring the efficiency of the Public Health Learning Network supported by the US 

Health Resources and Services Administration, who in the period of 2014-2015 delivered 1700 unique trainings 

to over 87,500 public health practitioners. An analysis of training evaluations in the time frame 2014-2016 

showed little consistency in evaluations and noted that, “opportunities for data aggregation and description of 

national or regional workforce training needs are scarce” (Joly et al., 2021). It’s important to note that the 

training was focused on conventional public health programs, not cutting-edge technical devices, platforms, or 

integrative systems thinking approaches to problem solving. 

 

Understanding Inflammation and Environmental Toxic Exposures 

 

Inflammation is a natural phenomenon in which immune cells are produced to heal damage due to infection or 

injury. However, recent research indicates that certain factors, such as social, environmental, and lifestyle 

preferences, increase the risk of chronic inflammation. Chronic conditions, such as cardiovascular disease, 

cancer, diabetes, chronic kidney disease, and fatty liver disease, are associated with chronic inflammation. 
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Exposure to low-level foreign materials, such as chemicals or environmental stressors, can cause inflammation 

if those materials cannot be eliminated through enzymatic breakdown or metabolism (Pahwa et al., 2023; 

Furman et al., 2019).  

 

Activation of immune-inflammatory biomarkers, such as neutrophils and lymphocytes, is closely related to 

exposure to multiple environmental chemicals. Inflammatory responses, such as cytokine-cytokine interactions, 

T-cell differentiation, and the proinflammatory cytokine interleukin 17, are also amplified by exposure to 

environmental chemicals (Liu et al., 2022). Human exposure to these chemicals, which include benzene, 

ketones, and nitrosamines, adversely impacts health but is not recognized as the cause of chemical toxicity 

(Parke & Parke, 1996). Recent studies have tied increased environmental stressors to decreased human life 

expectancy and welfare. Air pollutants target the lungs and are a source of metabolic stressors that can induce 

and worsen pre-existing chronic inflammation. Exposure to less than 10 micrometers of particulate matter 

(PM10) is positively associated with cardiovascular dysfunction, such as flow-mediated vasodilation, systemic 

inflammation, and oxidative stress in diabetic patients (Gomez-Mejiba et al., 2009; Liu et al., 2007).       

 

Environmental toxicant exposures, such as bisphenol A (BPA), atrazine, phthalates, and other common 

toxicants, target the molecular and cellular levels that involve tumor-associated inflammation, such as nitric 

oxide synthesis, cytokines, and chemokine mobilization. BPA largely acts on the immune system by promoting 

‘immune’ cell proliferation, but exactly how the chemical effects specific immune cells is still unclear. 

However, several studies conducted in the past indicate that BPA affects the subset of CD4+ T cells that 

produce pro-inflammatory cytokines (Thompson et al., 2015). Atrazine is a widely used herbicide that has 

endocrine-disrupting potential. The chemical induces changes in the antioxidant capacity of the liver and 

decreases the transcription of genes involved in testosterone production and cholesterol transport (Thompson et 

al., 2015; Jin et al., 2014). A study conducted on the monogonont rotifer Brachionus koreanus found that the 

environmental contaminants Triclosan and Triclocarban induced oxidative stress, altering the organism's 

lifespan (Han et al., 2016). Lifestyle choices and exposure to environmental factors, such as toxic metals, 

cigarette smoke, and pesticides, produce reactive oxygen species (ROS) that cause chronic inflammation. Free 

radical species, including ROS and reactive nitrogen species (RNS), also play a vital role in aging. The free 

radicals can damage crucial biomolecules, such as nucleic acids, lipids, proteins, and carbohydrates, and cause 

DNA damage (Aseervatham et al., 2013; Furman et al., 2019). We are just beginning to understand these 

multiple sources of inflammation and their impact on chronic disease. New ways of monitoring and integrating 

these exposures with other environmental stressors are badly needed, especially in light of the current trends in 

longevity previously discussed. 

 

Diet, Health, and the Microbiome 

 

The modern Western diet draws more than 70% of its energy from refined sugar, refined vegetable oils, and 

highly processed dairy products. Low-grade chronic inflammation promotes chronic diseases, such as obesity 

and osteoporosis, with a high omega 6 to omega 3 fatty acid ratio. Omega 3-rich diets, such as those including 
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fish, lower body inflammation, but omega 6-rich diets, such as those containing seed oils, increase 

inflammation. The Western diet now has a 20:1 omega 6:3 ratio compared to a 4:1 ratio 100 years ago. The 

imbalance in this ratio creates a pro-inflammatory, pro-allergic, and pro-thrombotic state in the body (Ilich et al., 

2014; DiNicolantonio & O’Keefe, 2021). A meta-analysis of 17 randomized control trials indicated that 

supplementation with omega-3 fats for 3-4 months reduced joint pain intensity, morning stiffness, and the 

number of painful tender joints. These results suggest that omega-3 can be an attractive treatment for joint pain 

associated with rheumatoid arthritis, inflammatory bowel disease, and dysmenorrhea (Goldberg & Joel, 2007). 

The most common liver disorder in Western countries, non-alcoholic fatty liver disease (NAFLD), is tied to 

chronic inflammation. Obesity, insulin resistance, and type 2 diabetes elevate hepatocyte accumulation of fat, 

resulting in lipotoxicity and a pro-inflammatory and pro-oxidative state, and if unchecked, cause systemic 

inflammation, resulting in cirrhosis (Minihane et al., 2015). Western diets that include processed food, such as 

snacks and sugary soft drinks that lack fibers, vitamins, and minerals, trigger inflammatory processes linked to 

the leading health problems in Westernized nations. For example, cholesterol from animal fats and meat drives 

inflammation if the low-density lipoprotein (LDL) is not regulated, creating a negative feedback process with 

excess cholesterol in cells. Similarly, consuming diets with trans-fat and sugars, smoking, exposure to toxins, 

and sustained stress results in the formation of free radicals in the body (Christ, Lauterbach, Latz, 2019).    

  

Consumption of high amounts of anti-inflammatory food, such as a Mediterranean diet (MD), mainly consists of 

high amounts of vegetables, fruits, cereals, legumes, nuts, and fish, and the use of olive oil as the central 

culinary fat is essential to reduce inflammation in the body. The MD helps modulate the gut microbiota by 

increasing its diversity and helps increase polyphenols, omega-3, and fiber. MD is also recognized to prevent 

the onset of chronic non-communicable degenerative diseases, such as cardiovascular diseases and some types 

of cancer. Gut microflora correlates with diet and is also one of the factors impacting chronic inflammation.   

The human intestine is colonized by millions of bacteria that profoundly influence human health. Diets enriched 

in polyunsaturated fats, fibers, fruits, vegetables, poultry, and probiotics help maintain gut-friendly bacteria 

diversity that helps to reduce chronic diseases, such as colorectal cancer (Christ, Lauterbach, Latz, 2019; Merra 

et al., 2021). Given the data just presented about inflammation inducing environmental chemical pollutants, the 

gathering of, maintenance and correlation of data on these multiple environmental exposures and dietary 

practices can also be seen as a means of understanding multiple exposures and aid in preventing chronic 

inflammation. 

 

Advancements in Health Equity 

 

Systemic inequalities, such as social and economic disparities, have been present in the US for centuries. The 

median household income is several fold lower among people of color than the White population (Federal 

Reserve, 2022). Children born in low-income families often attend college at a lower percentage than children 

born in high-income families (National Center for Education Statistics, 2022). Higher rates of poverty and crime 

are frequently found in areas where people of color reside (National Equity Atlas, 2020). People from low socio-

economic status and people of color tend of have less access to health insurance. They also suffer more from 
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chronic health issues (Center for Disease Control and Prevention, 2022). Social epigenetics has been 

popularized in recent years. Epigenetic changes, such as methylation of DNA, can contribute to changes in 

genotypes and phenotypes of a person via abnormal activation or silencing of the genes (Evans et al., 2021). For 

example, adverse childhood experiences (ACE) or trauma has been shown to increase psychological issues, e.g., 

post-traumatic stress disorder and cardiovascular complications. later in the person’s life as well as contribute to 

epigenetic changes (McGowan et al., 2009). Environmental factors, stress, and injury can lead to chronic 

inflammation, which eventually causes serious chronic diseases such as type 2 diabetes mellitus (González-

Becerra et al., 2019; Stylianou, 2019). 

To reduce the burden of socio-economic disparity leading to a change in epigenetics and eventual reduction in 

the burden on chronic illness requires community-based interventions and policy changes at local and national 

levels. However, current evidence indicates a lack of such activities (Boden-Albala et al., 2023). Research 

suggests that community-partnered participatory research (CPPR)/community-based participatory research 

(CBPR) can lead to a better understanding and improvement in relationships between academia, policymakers, 

and community members, thus improving the results of community interventions of chronic health issues (Kale 

et al., 2023; Siddiq et al., 2023). Yet, funding remains low as does funding for public health per capita as 

previously discussed.  This is yet another area of needed data integration and technology development if we are 

to have a practice of truly preventive medicine in the US. 

 

Nanotechnology and Its Implications for Health Research 

 

Nanotechnology has a high potential for  use in health. Research shows that disease-modifying, biodegradable, 

biocompatible antirheumatic nanomedicines (DMARNs), can be crucial in the treatment of rheumatic and 

osteoarthritis (Nasra et al., 2022). Lipid nanoparticles combined with coronavirus antigen mRNA to produce 

COVID-19 vaccines are a prime example of how nanotechnology can be used for targeted drug delivery at high 

efficiency (Lv et al., 2023). Nanotechnology is also being used in cancer treatment (Lv et al., 2023). Although 

synthetic nanoparticles with bioconjugation have high potential, they have challenges as well. For example, 

ingestion by phagocytic immune cells, such as macrophages, is a current problem (Wu et al., 2022).  

Nanotechnology is also being used in environmental monitoring and characterization to determine air, water and 

soil properties, and contaminants in real-time, but much research and development is needed to expand its use 

and to make the technologies more broadly available along with training on its use. Having these tools to 

uniquely characterize regional areas and provide information on environmental conditions and exposures of 

importance to public health would greatly aid in the development of preventive medicine approaches (Ibrahim 

2023). 

 

Role of Artificial Intelligence in Public Health 

 

Artificial intelligence (AI) is rapidly progressing. It has vast potential to be revolutionary in public health 

practice, prevention, and planning purposes. AI can be used in disease monitoring and surveillance systems. By 

utilizing electronic health records (HER), social media posts, and environmental monitoring systems, AI can 
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analyze large data sets to inform infectious disease researchers and organizations about disease patterns and 

potential outbreaks. Thus, AI can help in quick decision-making to prevent future pandemics at the policy level 

(Cloutier, 2023). AI can be used to identify potential individuals at risk of developing certain diseases, such as 

heart diseases, cerebral stroke, and cancer (Panch et al., 2019). This capability can be utilized to provide 

targeted preventive intervention. AI can be utilized to improve quality and efficacy in healthcare settings. 

Clinicians can use AI-powered tools to help them diagnose diseases, plan for personalized treatment strategies, 

and monitor the disease progress (Fisher & Rosella, 2022). Additionall, AI may possibly be used to integrate 

data concerning chemical multiple exposures, chronic inflammatory risks, and to identify key inflection points 

where policy change and preventive education can make a difference.  At a minimum, it could be used to 

identify the places of greatest need in individual communities. 

 

Conclusion  

 

There are multiple benefits of an Artificial Intelligence integrated advance Environmental Sensing and 

Exposome Based Analysis, AIESEBA (A-seeba) approach and technological system for public health needs 

assessment and program intervention and evaluation  (Figure 2). Such a system could enable the early detection 

of both environmental risks and population health trends, allowing for prevention or early intervention. This 

system along with precision medicine approaches will allow for targeted, precision medicine when and if 

treatment becomes a necessity (CDCc 2023, Schüssler-Fiorenza 2019, Uppal 2016).  The data from such a 

system can be used to create better assessment of population health needs,and better public health intervention 

and education programs as well as more meaningful evaluations of intervention and education programs as 

impacts from these interventions can also be tracked, monitored ,and the impact calculated. The data gained 

from such an AI-integrated system may allow for more targeted and refined environmental policies and public 

health policies aimed at prevention. It could also improve policy designed to impact the distribution and 

frequency of early Adverse Childhood Experiencesand other socioeconomic and social indicators of health risk 

that are clearly tied to poverty and put children at future risk for learning difficulties, chronic disease, and 

mental health concerns. In allowing the integration and incorporation of both environmental and social risk 

factors, more detailed exposure assessments and community risk factors can be generated. This will allow US 

public health researchers to propose weighted scales to evaluate the impact of multiple environmental and social 

exposures over time (Kim 2017).  An AIESEBA system can aid in better resource allocation, reduced cost of 

operation, and eventually help to reverse the US decline in longevity. 
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Figure 23: AIESEBA System Approach, by Zeman et al. 

 

The urgency for developing such systems and implementing and refining them can be found in three major 

benefits of such systems: 

o Better, more comprehensive, and consolidated data should equate to better decision making 

o Improved environmental characterization and monitoring contributes to understanding one of the major 

environmental challenges of our time, climate change, and aids in establishing better baselines for 

sustainability efforts 

o Health improvement from better prevention and programing efforts would be realized 

The necessary investment will need to exceed $32 per capita, considering that this is far less than 2% of the 

medical cost per capita, so there is much improvement that can be made. No good cost estimates are readily 

available at this time for what it might take to make advanced AI systems available at the state level for public 

health across the country. Data needs to be acquired by each state as to their technical, research and 

development, personnel infrastructure training, and operating costs. The CDC is likely in the best position and 

under mandate to support states in determining needs and costs, likely in consultation with the Environmental 

Protection Agency (EPA). What requires our attention and lends the greatest sense of urgency is the lives this 

could save and improve (especially for children) over the coming decades. 

 

Recommendations 

 

Several measures are recommended. First, additional funding is needed to integrate the various approaches, such 

as GIS, nanotechnology, and AI, and to educate and train workers in such an integrated program, especially for 

use in under-served populations. The largest public and philanthropic health research funders are the United 

States National Institutes of Health, the European Commission, and the United Kingdom Medical Research 

Council. Other major funders include the Wellcome Trust, the USAID, and the World Health Organization 

(WHO) (Viergever & Hendriks, 2016). WHO’s current emphasis is on “Health for All,” with a drive for “Health 

Equity” (World Health Organization, 2023). The Special Programme for Research and Training in Tropical 

Diseases funds research into diseases of poverty and their underlying culture and environmental causes (TDR, 

2023). Other such programs are desperately needed to address current and future health threats. 
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The second recommendation is to establish international, interdisciplinary collaborations, like those that allowed 

the global and nearly global eradication of smallpox and polio, respectively, which required the efforts of 

massive numbers of researchers, healthcare personnel, public health workers, international health organizations, 

and governments worldwide.  The One Health approach also uses a multidisciplinary approach to detect and 

respond to possible zoonotic transmission of infectious diseases, such as COVID-19 and Ebola hemorrhagic 

fever, as well as food biosafety, laboratory services, environmental health, and antimicrobial resistance (Hailat 

et al., 2023). 

 

The third recommendation is to increase community engagement to better understand the needs and concerns of 

those affected by health threats. Rowel et al (2012) outlines a program to communicate health information to 

low-income, minority populations using trusted agencies, leaders, and social networks to serve community 

members who do not trust government agencies. The community-led Kresge Foundation also works to change 

health-related policies by working with people most affected by various health concerns (The Kresge 

Foundation, 2023). Other such programs are needed to reach groups with disparate situations to address the 

needs of all communities.  
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Abstract: Education systems worldwide are called to a closer and more synergistic connection with scientific 

research, which however is still lacking. On the one hand, researchers are not yet sufficiently engaged in science 

education and outreach, while schools do not seem able to communicate the rapid evolution of scientific and 

technological knowledge effectively. The relationship with schools assumed a structural form in the Italian 

university in 2004 with the “Progetto Lauree Scientifiche” (PLS- Project for scientific degrees) which later 

became the “Piano Nazionale Lauree Scientifiche” (PNLS – National Plan for Scientific degrees), an initiative 

of the ministry of public education and university aimed at the interaction between schools and universities at 

the local level, through laboratories and workshops related to research carried out in universities. For most 

school pupils, these programs represent the only opportunity of being exposed to research topics and are highly 

valued by both students and teachers. In this work, we will discuss how this interconnection is pursued in the 

PNLS activities carried out by the Physics department of the University of Calabria. The activities are carried 

out in two ways: the first is a traditional way, carried out through PLS laboratories at the school or at the 

university; the second and more innovative consists of informal teaching activities integrated with school 

programs. This second category includes a whole series of activities such as workplace experiences, extra-

curricular programs and experimentations of new curricula, and activities in collaboration with research 

institutions and public administrations and private entities. 

 

Keywords: Science Education, Physics Education, Public engagement with science, Outreach  
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Introduction 

 

The relationship between science and society is becoming increasingly critical (Riccardi, 2023; Mach et al., 

2020). Nowadays there is an unprecedent amount of information about scientific issues of societal relevance 

available for the public, especially through the internet and social media. Nevertheless, this amount of 

information is handled with difficulty by the public, while antiscientific movements are contesting the authority 

of science within society (Riccardi, 2023).  

 

At the same time, research scientists are not yet sufficiently engaged in education and public engagement 

activities. Also the connection between education systems and the world of scientific research in universities 

and research centers appears considerably weak, though more structured (Riccardi & Goletti, 2017; Plutzer et 

al., 2016).  
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In Italy, the relationship between universities and schools assumed a structural form in 2004, with the Piano 

Nazionale lauree scientifiche (PNLS - national plan for scientific degrees) (Riccardi & Goletti, 2017; Riccardi, 

2016). PNLS is a national initiative of the minister of university and research aiming at creating interactions 

between universities and the schools operating in the same local context. The project initially was established 

with the goal of increasing the enrollment in degree courses in hard sciences (mathematics, physics chemistry 

etc…), which in that period were suffering a decrease of the number of students. With time the project has 

evolved to include also other activities, like those related to school teachers’ professional development, and also 

those related to the improvement of the university education system. For most school pupils, programs like the 

PNLS represent a unique opportunity to carry out scientific experiments and get exposed to research topics 

(Riccardi & Goletti, 2017).  

 

In the following we will discuss the activities of our local project in the PNLS developed in the last years. 

 

The activities of the PNLS in Calabria 

 

The main activity of the PNLS is constituted by a laboratory experiences carried out both in schools and at the 

university. PNLS laboratories have been suspended during the pandemic. They have been reestablished in the 

school year 2022/2023, though still with some limitations. The laboratories are held both in schools and in the 

didactic laboratories of the department. Groups of 20-30 students per school, under the supervision of their 

teachers and with the collaboration of University staff, carry out the previously co-designed experiences.  

 

 

Figure 1. An experimental set up for measuring the specific heat of a solid body 
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The laboratory activity consists of carrying out experiences lasting approximately 4 hours each. About ten 

experiences ranging from thermodynamics (see Fig. 1) to wave phenomena and electromagnetic radiation (see 

Fig. 2 and Fig. 3) and from electronics to chaos theory (see Fig. 4) have been prepared, some of which are 

depicted in figures 1-4.  

 

The PLS laboratories are structured in modules lasting a total of 8 hours. They include an initial phase of co-

designing of the experiences with the teachers (2 hours). These are presented by the teachers to the students in 

the second phase (2 hours). The laboratory activity consists of carrying out an experience, generally at school, 

lasting approximately 4 hours.  

 

Where possible, two modules are carried out for each school. The laboratory and seminar activities in schools 

will be carried out with the help of university staff, that was composed mainly by young researchers, graduate 

students, and post docs (Chiappetta et al., 2020). 

 

 

Figure 2. Stationary modes on a Chladni plate 

 

In the implementation of the PLS laboratories we wanted to achieve a strong involvement of teachers. 
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Therefore, the phase of identification and development of the topics and the planning of the experiences are 

developed jointly by university staff and teachers, representing a strong moment of professional development 

for the teachers. 

 

The co-designing phase of the specific laboratory represents a first activity of self-evaluation for the teacher. For 

each referring teacher, a 4-hour meeting with university staff takes place, one of which is dedicated to the 

discussion and presentation of the PLS laboratories and three dedicated to the analysis of the available material 

and the co-designing of the laboratory path. A particular importance was given to the second phase of the PLS 

laboratories, as a moment of teacher professional development and self-evaluation activity. This second phase is 

carried out by teachers at school and it is preparatory to the execution of the actual laboratory activity. This 

second phase involves a seminar-type activity, carried out at school by the teachers themselves, which consists 

of lessons with the aim to illustrate the theoretical aspects of the experimental activities. Students will then be 

asked to carry out experiments in the third phase, in the presence of both their teacher and the university staff. 

At the end of the experiences, questionnaires both for satisfaction and learning assessment are administered to 

the pupils. The activity of the PNLS has undergone an obvious slowdown in the last three-year period 2019/20-

2021/22 caused by the pandemic and the reduced operations of schools, which were closed to external activities 

until the end of March 2022. In the last school year 2022/2023 the activities resumed at a regular level. During 

the pandemic, the activities for students, teachers and the general public have mostly been carried out online 

through ITC platforms (zoom, meets, teams etc.). Many of these activities can be found on the YouTube 

channel 
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Figure 3. A chaotic Chua circuit realized in the didactic laboratory of the physics department 

 

“Fisica all'Unical” which has been one of the most important tools for social communication of the Physics 

department for years. In particular we take great advantage from the use of “Tracker” (see Fig. 4), a data 

analysis software freely available on the internet, that allowed students to analyze the data obtained from the 

movie they realized of the experiments performed at home.  

 

The satisfaction about the PNLS is very high (Bruzzese et al., 2022), for both students and teachers. However, 

PNLS workshops are usually short experiences and are somehow perceived as weakly related to school curricula 

(Garner & Eilks, 2015; Bruzzese et al., 2022). At the Physics department of Unical, we therefore structured 

other activities within the PNLS trying to establish a more significant and sustained interaction with students 

and teachers through extracurricular activities (Riccardi & Goletti, 2017; National Research Council, 2015). 

These activities are carried out in synergy with other activities, both of the University and of the schools.  

 

In this sense, we mention the synergy between the PNLS and the PCTO paths (plan for transversal skills and 

orientation, formerly known as school-work alternation) (Riccardi, 2023). These last are informal work-place 

experiences  that are integrated with the formal school curriculum and are mandatory for all Italian students in 

the last three years of secondary schools. In this context, within the PNLS we have developed laboratory 

activities of about 30 hours to be performed in the didactic laboratory of the physics department, understood as 

the workplace in which university staff set up PNLS experiences and other activities.  
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Work-place experiences have been developed with schools and aimed at the recovery of school equipment, 

which is carried out in synergy between the PNLS and Lab2go, a national project of third-mission of the INFN 

(National Institute of Nuclear Physics) (Riccardi, 2023). The recovered equipment has been showcased by the 

students involved during various events, as recently done for the Science Festival at the “G. Berto” of Vibo 

Valentia. Participation in public events, such as the aforementioned science festival, the Cosmos Prize, an event 

organized in September 2022 by the metropolitan city of Reggio Calabria. 

 

The PLS also collaborates in the outreach and career choice activities conducted by the Universities, such as the 

“Open days” and the “European Researchers' Night”. During these events the university welcomes numerous 

students and their families. For these occasions, the PNLS organizes guided visits to the department's research 

laboratories.  

 

Figure.4. The screenshot of the Tracker softawar used by a student to analyse the data obtained by a student who 

was studying the motion of a falling body 

 

All the activities of the PNLS are interpreted with a view to gender inequality issues, explicitly requiring 

schools to respect this parameter. Activities on gender issues are also conducted in collaboration between the 

PNLS and the third-mission activities of the INFN Cosenza group, such as Radiolab and the Physics 

Masterclasses. 
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Figure 5. One of the authors (CM) supervising the activity of group of secondary school pupils at the didactic 

laboratory of the physics department 

 

Conclusion  

 

In order to respond to current challenges, an effective science education requires that all involved actors are 

interconnected. Schools, non-formal educational institutions and universities and scientific research centers need 

to collaborate. These structures, through projects such as the PNLS, can help schools to plan and integrate into 

their curricula informal, didactic and laboratory activities, according to participatory methodologies, with great 

attention not only to the contents of the activity but also and above all to the interaction among participants, in 

order to establish a community environment that fosters both learning and engagement.  

 

PNLS activities offer unique learning opportunities, through co-designed programs with the active participation 

of teachers and providing active learning opportunities for students. This results into opportunities for 

professional development for teachers, allowing for greater connection with school curricula. At the same time, 

the synergies that can be developed and some recently implemented reform interventions make it possible to 

overcome the limitations found in the usual PNLS laboratories and favor a meaningful interaction of students 

and teachers with university environments, through the integration of formal and informal activities. 
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Abstract: This contribution discusses activities developed to introduce a historical approach to the physics 

laboratory. The approach is implemented through didactic paths, aimed at revisiting in an active learning setting 

experiments that made the history of science. These experiments range from those on vacuum performed in the 

17th century by Torricelli, Boyle, Huygens, etc., to those on the transmission of electromagnetic waves 

performed by Marconi. The ultimate goal is the integration of pure physics with human culture, so that students 

can achieve both content knowledge and the awareness of how science work and operate within society, which 

may nurture trust in science and promote the capability of making informed decisions on scientific issues 

important in everyday life. 

 

Keywords: Physics Education, History of Physics, Science Education  

 

Citation: Meringolo, C., Prete, G., Riccardi, P., Tucci, R., Bruzzese, A., & Chiappetta, F. (2023). A Historical 

Slant in the Physics Lab. In M. Shelley, V. Akerson, & S. Turgut (Eds.), Proceedings of IConEST 2023-- 

International Conference on Engineering, Science and Technology (pp. 144-152), Las Vegas, NV, USA. ISTES 

Organization. 

 

 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

146 

Introduction 

 

Although not recognized in the past (Brush, 1974), the educational value of the history of physics is nowadays 

well established (Leone & Rinaudo, 2020; Riccardi et al., 2023). For example, there is extensive literature on 

the educational value of the history of physics in physics education, which has been proven to be helpful for 

students in overcoming conceptual difficulties and in promoting both cognitive and emotional engagement 

(Leone & Rinaudo, 2020). A historical approach to science education can guide students’ reflection on the 

nature of science and can favor the interaction of schools with universities and research institutions (Hansson et 

al., 2019; Riccardi et al., 2023). In particular, according to research (Rinaudo et al., 2019; Ho-Ttecke, 2000), the 

revisitation of historical experiments have several advantages from both the educational and the pedagogical 

point of view.  

 

Nevertheless, despite this extensive literature, the history and philosophy of science are still poorly applied and 

practiced in the everyday life of most schools. In the following we would like to discuss some of the didactic 

path we have developed at the physics department at University of Calabria during our outreach program for 

secondary schools (Riccardi et al., 2023; Riccardi et al., 2022). The paths consist in the revisitation of historical 

experiments, that can be easily performed within a one-hour class. The aim is to situate the physics that is taught 

in curricular school programs within an historical context, because these experiments represent important steps 

in the advancement of science, both in terms of knowledge building and in the establishment of the social norms 

of scientific communities. Therefore, though very simple, these didactic paths can allow students to achieve 

both content knowledge and to improve their knowledge of the scientific method. This last point appears 

particularly important in a period in which science is contested by antiscientific movements. 

  

Some experiments on the properties of air pressure 

 

The experiments depicted in Fig. 1 are commonly performed in schools to illustrate properties of atmospheric 

pressure. In Fig. 1 it is shown a common vacuum chamber that can be found in almost every school, the usual 

glass bell whose volume is pumped by a rotary pump. Inside the bell there are a couple of balloons and a beaker 

with water. When air is exhausted from the vacuum chamber, the balloons expand because the pressure inside 

becomes larger than the external pressure exerted by the residual air inside the chamber. At the same time the 

water in the beaker starts to boil.  The boiling of the water is determined by the non equilibrium between the 

concentration of air dissolved in the water and the pressure of the external air above the liquid. 

 

As above mentioned, these experiments are commonly performed in schools to illustrate the concept of pressure 

and the properties of the atmospheric pressure, but the fact that these experiments are replicas of similar ones 

performed during the 18th century scientific revolution by Torricelli, Pascal, Boyle etc. and had a profound 

impact on the development and the establishing of the experimental method (Shapin & Schaffer, 1985) is only 

vaguely addressed.  
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Figure 1. Some simple experiments performed with a vacuum chamber 

 

This story starts in 1644, when Evangelista Torricelli performed a series of experiments (among which the one 

we replicated with the balloon, while he used bladder of lambs or rabbits) that led him to the invention of the 

barometer. In the most famous of these experiments, a tube about one meter long closed at one end and filled 

with mercury was inverted into a vessel containing mercury. He observed that the column of mercury did not 

fall but remained suspended into the tube, reaching an height of 760 mm. In Fig. 2 we show a simple revisitation 

of this experiment performed with a 10 cm column of water that remains suspended in a tube inverted into the 

water contained in a beaker. 

 

In the case of our experiment, the water fills the tube completely, while in the case of Torricelli’s experiment the 

space that remained above the 760 mm column of Hg raised an intense debate. Indeed, at the time there was a 

variety of attempts to explain Torricelli’s observations, which resulted in considerable disagreement among 

natural philosophers (Shapin & Schaffer, 1985). Torricelli and later Pascal argued that the weight of the column 

of mercury was supported by the air pressure, and the space left inside the tube above the mercury (which was 

called the Torricellian space) was a vacuum.  
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On the other hand, for Descartes the mercury was supported by air pressure, but the space above was not empty 

but filled with a “subtle” matter, according to the Aristotelian position that nature abhors vacuum. Other 

“plenists” argued that the Torricellian space was not empty and that the height of mercury was determined by 

some capacity of expansion of the air. Most of these positions appear unreasonable nowadays but, at the time, 

they renewed the ancient philosophical debate among vacuists and plenists. Actually, this debate resulted in the 

establishment of the experimental method.  

 

 

Figure 2. The Torricelli experiment inside the vacuum chamber, before the pumping is started 

 

Starting the pump, we can replicate the experiment that Robert Boyle performed in 1660, as shown in Fig. 3. In 

our case, students can observe that with pumping the level of the water in the column decreases completely 

before the water starts to boil.  

 

 

Boyle used a tube 4 foot long and, operating the pump, he observed that the level of the water inside the tube 

gradually decreased at each pumping cycle, reaching a final level of about one foot above the level inside the 

vessel. A similar result was obtained in the experiment performed with mercury, but the level of the metal 

resulted lower, remaining at about one inch above the level of the mercury in the vessel. Boyle realized that the 

residual pressure inside the vacuum chamber determined the different height of the two columns, because of 

their different density. Boyle correctly ascribed to leaks the residual pressure, realizing that the instrument had 
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limits. Realizing the limits of his instruments, Boyle realized that the experiment was not producing and must 

not be understood as producing a philosophical vacuum, but simply a volume with a reduced content of air.  

 

 

Figure 3. Two moments of the Boyle experiment during the operation of the pump: 

 a) the level of the water is decreasing; b) the water column is completely lowered and the water is boiling 

 

Therefore, in the debate between vacuists and plenists he supported neither, maintaining the position that the 

demonstration of the existence of an ontological vacuum was outside the scope of his experimental program 

(Shapin & Schaffer, 1985). This position was revolutionary. Indeed, Boyle’s program was attacked on this point 

by his opponents, particularly Thomas Hobbes (Shapin & Schaffer, 1985), who affirmed that Boyle’s procedure 

could not yield the degree of certainty, requisite for a philosophical enterprise. Against his opponents, Boyle 

maintained that this was not a failure of the experimental method but rather its strength. Philosophical 

speculations do not yield certainty but, rather, division and disagreement. Instead, Boyle proposed that 

knowledge of natural phenomena needed to be grounded in experimentally produced “matter of facts” upon 

which there cannot be disagreement among natural philosophers. The shift of focus from speculation to 

consensus is one of the main aspects of what we nowadays call “science”.  

 

Experiments on the origin of wireless communications 

 

Very recently, we have discussed educational activities based on the experiments that Guglielmo Marconi 

performed at the end of the 19th century that gave origin to modern wireless communications. In particular, the 

experiments focused on illustrating the idea of using monopole antennas and the ground to increase the distance 

between the transmitter and the receiver. Fig. 4 shows the circuit we used as a receiver of the electromagnetic 

waves. His apparatus was based on an induction coil and a coherer (Riccardi et al., 2023; Greenslade, 2021; 
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Chiaverina, 2021), used respectively to transmit and receive electromagnetic signals, as it was common in that 

period in the research on electromagnetic waves. In its simplest form, a coherer can be made by putting iron 

filings in a plexiglass tube closed by two bolts, as shown in Fig. 4, where it is shown inserted in the circuit we 

built as a receiver. The circuit contains a battery and a LED diode, whose light signals the passage of current. 

Though metallic, the coherer does not let the electrical current flow. Only in presence of a rapidly varying 

electromagnetic field produced by a transmitter, like for example the gas lighter in Fig. 4, the coherer become 

quickly conducting and its electrical resistance drops from an initial value of several megaohm down to a value 

of a few hundreds of Ohm, so that the LED turns on as illustrated in Fig. 4. The coherer remains in this 

conducting state after the electromagnetic field ceases and it needs to be brought back in its initial state by 

tapping its body before it can detect another signal.  

 

 

Figure.4. The receiver circuit based on the coherer detect the electromagnetic waves produced by a gas lighter. 

 

The working principle of the coherer is still unclear and subject to research. Recent model experiments 

(Dorbolo, 2007) on chains of stainless steel beads have investigated the action of electromagnetic waves 

produced by a nearby Ruhmkorff coil on the electrical conductivity of the chain. The experiment reported a 

dramatic increase of the temperature, that likely produced microweldings between some beads, whose effect is 

that of lowering the resistance values of the more resistive contacts, the best conductive ones remaining 

unaffected by the spark production.  
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The coherer is also interesting from the historical point of view, as its invention has been a controversial issue. 

The discovery of the lowering of the resistance of metal filings in presence of electromagnetic waves is 

generally attributed to Branly in 1890. Successively, Oliver Lodge developed the device that was called 

“coherer”. The priority of the inventions was later claimed in 1897 by Temistocle Calzecchi Onesti, who 

appears to be the first one who built a tube filled with nickel and silver filings placed between two electrodes, 

during a systematic study on the conductivity of metal filings from 1884 and 1886 published in Nuovo Cimento 

(1884, 1885, 1886).  

 

With the instruments in Fig. 4, the transmitter (the lighter) and the receiver (the coherer) needs to be very close, 

because the electromagnetic wave of the lighter is weak and the circuit is not able to detect the signal if the 

lighter is farther than some centimeter away (Riccardi et al., 2023; Chiaverina, 2021; Bozzo et al., 2017). This 

gives the opportunity to test the idea of Guglielmo Marconi to increase the distance between the transmitter and 

the receiver, i.e. the use of antennas and ground connections, that made possible the first wireless telegraphy. 

Fig. 5  shows how we modified the set-up to include antennas and ground connections.  

 

 

Figure 5. The electrodes of the lighter are connected to the antenna and to ground b) connection of the coherer to 

the antenna and to ground 

The antennas consisted of aluminum rods of about 1 m of length. One antenna was connected to one of the 

electrodes of the lighter while the other antenna was connected to one of the ends of the coherer. The other 

electrode of the lighter and the other ends of the coherer were connected to ground. Both the lighter and the 

receiver were grounded to the electrical system of the lab as shown in Fig. 5. In this way, the distance between 

the transmitter and the receiver can be significantly increased as shown in Fig. 6. Thus, with very simple 

materials it is possible to retrace the origin of wireless telegraphy. Retracing in the classroom the first steps of 

the beginning and the advent of radio communications is important for both science education and the 

understanding the connected world we live in. 
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F 

ig.6. With the use of the antennas the distance between the transmitter and the receiver can be significantly 

increased 

 

Conclusion  

 

In conclusion we have discussed some recent experimental activities aimed at introducing a historical slant in 

the physics laboratory. The activities we have discussed are very simple, feasible and can be easily performed 

by school pupils of any age within a typical one hour class. The historical approach allows for a close for a close 

and interdisciplinary connection with the school curriculum, so that the teaching of physics can be integrated 

with other disciplines primarily history and philosophy. The ultimate goal is to improve students’ awareness of 

the socially constructed norms that govern the production of knowledge in scientific communities. 
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Abstract: Today, a business approach has emerged where organizations view data as a strategic asset and 

data-driven decision-making provides a competitive advantage. This approach involves organizations collecting, 

storing and analyzing large amounts of data and using this data to make strategic decisions. One of the 

organizations with big data is the banking sector. Customer data in banks is increasing rapidly, and the effective 

processing, interpretation and classification of this data directly affects the success of organizations. NLP 

models used for general purposes may not meet specialized needs. In the banking sector, the fact that the bank 

has a special natural language processing (NLP) model gives them an advantage over their competitors. Banks 

with their own language understanding model enjoy data privacy, data security, improved business processes 

and customized customer service. While building a bank's own language understanding model may seem like a 

big investment depending on the size and needs of the business, benefits like customized data processing 

capabilities and better customer service help your organization grow and succeed. In this study, a study was 

carried out to detail the natural language processing models used in the banking sector and the usage scenarios 

of these models in the sector. 

 

Keywords: NLP (Natural Language Processing), Digital Banking, Artificial Intelligence  

 

Citation: Örpek, Z., Tural, B., & Özmen, S. (2023). Review on the Use of NLP in the Banking Sector. In M. 

Shelley, V. Akerson, & S. Turgut (Eds.), Proceedings of IConEST 2023-- International Conference on 

Engineering, Science and Technology (pp. 153-159), Las Vegas, NV, USA. ISTES Organization. 

 

Introduction 

 

The banking sector continues to grow and develop with developing technology. Banks closely follow 

technological developments to increase customer satisfaction and gain competitive advantage. New business 
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models are emerging in the banking sector, supported by new standards of openness, flexibility, and agility. 

Especially with the rapid growth of customer data, banks need to create new strategies to protect and expand 

their customer base. Therefore, banks are in intense competition to turn customer transaction data into important 

information. With increasing competition in the banking sector, banks have begun to use various digital tools to 

provide better customer experience. With the developing technology, a great change has occurred, especially in 

the field of digital banking, and customers can now easily access their banking transactions through mobile 

applications and Internet banking. While this saves customers time, it provides banks with greater access power 

and the opportunity to provide customer-specific, personalized service. Banks have begun to use artificial 

intelligence technology to better understand customer data and provide personalized services based on this data. 

With the use of natural language processing, which is a sub-branch of artificial intelligence, chatbots, and digital 

assistants improve customer services, prevent fraud, and provide convenience to customers with services such as 

fast loan applications and online account opening. By better understanding customer behavior through the use of 

natural language processing techniques, banks can develop better products and services. 

 

Banking Sector and NLP 

 

NLP (Natural Language Processing) has become a rapidly growing field in recent years. One of the biggest 

reasons for this is that big data is produced and this data needs to be interpreted. The banking sector stands out 

as one of the sectors that closely follows the advantages offered by natural language processing (NLP) 

technology. In an era where large data amounts are rapidly increasing, effective analysis and interpretation of 

this data is critical for banking institutions. For this reason, it has been adopted and started to be used as an 

important tool in many sectors, including the banking sector. 

 

NLP (Natural Language Processing) 

 

NLP (Natural Language Processing) is defined as the ability of computers and artificial intelligence systems to 

understand, interpret, produce, and process human language. This technology can analyze text-based data, 

establish relationships between texts, and give meaning to texts. 

 

According to Hirschberg and Manning, natural language processing is also defined as the ability of machines to 

understand and produce human language-based content by teaching human linguistic structure to machines 

(Hirschberg, 2015). 

 

According to J. F. Allen, natural language processing is a method that analyzes and tries to understand people's 

spoken language. NLP, which can be seen as a sub-branch of artificial intelligence, also uses machine learning 

and deep learning methods, which is a sub-branch of machine learning (J. F. Allen, Natural Language 

Processing, Encyclopedia of Computer Science. John Wiley and Sons Ltd., London, 2003.). 
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NLP is examined in two groups according to its purpose and methods of use. These; subjects are natural 

language generation and natural language understanding. While natural language understanding works to 

understand the input value sent to the computer system, natural language rendering tries to present the results of 

the computer system in a way that people can understand (John, 2012). 

Natural language processing is a hybrid structure created with machine learning and deep learning algorithms 

based on statistical rules and analysis to solve problems (Education, 2020). 

 

Although natural language processing dates back to the 1600s, it took another three hundred years for it to 

become widely accepted. The first example of natural language processing was made by Georgetown-IBM in 

1954 for the automatic detection of Russian sentences by a computer (Çelik, 2022). 

 

Areas Where NLP is Used in the Banking Sector 

Customer Service and Chatbots 

 

NLP-based chatbots play an important role in customer service and communication with customers. It responds 

to customers' problems and requests quickly and effectively, allowing customers to access information without 

long waiting times. Chatbots that interact with customers can understand natural language. NLP-based chatbots 

can make personalized recommendations based on customers' past preferences and interactions. Chatbots can 

provide service 24/7. This offers customers the advantage of being able to get help whenever they want, based 

on their needs. According to customer service representatives, chatbots operate at lower costs. This saves money 

for businesses. 

 

Customer Feedback Analysis 

 

NLP, provides information about customer satisfaction by making automatic analysis on customers' complaints 

and feedback. This is important to improve service quality in banks. 

 

Market Analysis and Risk Management 

 

Banks use NLP techniques to analyze economic and financial news and analyze risks. NLP is a powerful tool 

for automating market analysis and risk management processes, gaining better insights, and making financial 

decisions. 

 

In market analysis, NLP helps detect market trends and potential opportunities by automatically analyzing text-

based data such as financial news, reports, and customer feedback. 

 

In terms of Risk Management, NLP helps businesses identify potential risks by examining large data sets. It can 

be used to analyze different types of risks such as operational risks, legal risks, and market risks. 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

157 

Fraud and Crime Detection 

 

Fraud and crime detection is a high priority in the banking industry and financial institutions. NLP plays an 

important role in detecting and preventing financial crimes. 

• Text-based data is automatically analyzed and traces of potential criminals are tried to be detected 

in this data. 

• NLP can detect abnormal transaction activities by learning the normal transaction flow. 

• Sentiment analysis can be used to detect negative or suspicious expressions in customer 

transactions and texts. 

• Using NLP, it can automatically report suspicions of fraud and alert relevant personnel. This is 

critical for rapid response and initiation of investigation. 

 

Credit Risk Assessment 

 

NLP can speed up loan applications and credit evaluations. By analyzing customer data and credit history, it can 

help better assess credit risk. 

 

NLP Studies in the Field of Banking 

 

It is possible to come across studies in many areas in the banking sector, which is one of the areas where NLP is 

frequently used. 

 

The use of artificial intelligence (AI) and natural language processing (NLP) continues to increase in various 

fields as investors' expectations continue to rise. Banks, financial institutions, investment brokers, and mutual 

fund agents are using AI-powered chatbots for seamless customer experience to advise customers and give them 

financial advice in the most innovative way (Hassan, 2020). 

 

NLP, document classification, clustering, named entity recognition, sentiment analysis, spell checking, chatbots, 

language translation, etc. It has study subjects. In his study, Aydın Tuzcuay conducted a study on deep learning-

based natural language processing and machine learning using report request contents of a private bank in the 

finance sector (Tuzcuay, 2022). 

 

In their study, Bal et al. aimed to develop a system for presenting the most suitable candidate and the most 

suitable job advertisement to the candidate/employer by extracting information from job postings and resumes 

with natural language processing methods and matching the obtained information. (Honey) 

 

Khan and colleagues examined the role of artificial intelligence and technology use in the finance and banking 

sector and how artificial intelligence is changing the way banks and financial institutions do business. Customer 
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engagement is one of the most critical parts of the finance and banking industry. In this research, they propose a 

chatbot model based on artificial intelligence and natural language processing (NLP) to advise Islamic banking 

and finance customers (Khan, 2021). 

 

Muhammed Mehmet Akgümüş and Ali Boyacı, Training and testing were carried out using Natural Language 

Processing (NLP) methods on a two-stage customer complaint management bank data set that uses ensemble 

learning for the banking sector (Akgümüş, 2023). 

 

In their study, Galitsky and Ilvovsky discussed a personal chatbot that establishes a virtual dialogue in the field 

of finance. This chatbot finds documents in the first query, extracts topics from them, organizes these topics into 

clusters according to conflicting perspectives, receives the user's explanation of which cluster best suits his 

opinion and provides the content of this cluster (Galitsky, 2019). 

 

In their study, Okuda and Shoda examined cases where Chatbots were used for customer support and sales in 

the financial sector. Fujitsu has developed the FUJITSU Financial Services Solution Finplex Robot Agent 

Platform, an artificial intelligence-based enterprise chatbot service. This chatbot, which they call FRAP, 

provides automatic robot support in financial product sales and customer support by allowing users to chat in a 

chat format with a robot that has knowledge accumulated through machine learning (Okuda, 2018). 

 

Lee researched the use of trained language models in the field of finance. He stated that pre-trained language 

models in the financial sector can be used for tasks such as stock market forecasting and summarizing financial 

news and that the future of artificial intelligence in finance will be shaped by the continuous development and 

deployment of pre-trained language models (H., 2023). 

 

In his study, Kang touched upon the usability of artificial intelligence applications, and especially natural 

language processing, in predicting the future performance of the company by making meaningful summaries by 

processing the financial reports transferred to the Public Disclosure Platform (Kang, 2020). 

 

When studies on the use of NLP in the banking sector are examined, it is observed that it has emerged as an 

important component of the digital transformation of financial services. Today, the increasing amount of big 

data and changing customer expectations have led banks to manage and use text-based data more effectively. A 

review of research shows how NLP impacts and enriches a range of application areas in banking, from customer 

service to risk management, from cybersecurity to financial crime detection. 

 

Results 

 

As a result of this study, the importance of using natural language processing (NLP) models in the banking 

sector is emphasized. Additionally, various usage scenarios of these NLP models in the banking sector are 
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focused on. These scenarios include important areas such as Customer Services and Chatbots, Customer 

Feedback Analysis, Market Analysis and Risk Management, Fraud and Crime Detection, and Credit Risk 

Assessment. 

 

It has been shown that general-purpose NLP models are insufficient to meet the specific needs of banks and 

better understand customer data. Therefore, banks' development of their own NLP models stands out as a critical 

step in ensuring data privacy and security, improving business processes, and providing customized customer 

services. Although banks' creation of their own NLP models may seem like a large and costly investment at 

first, it offers a number of advantages in the long run. Customized NLP models have the potential to better 

understand customer needs and provide more personalized services. 

 

However, the success of customized NLP models, their costs, and language-based challenges present important 

considerations. To evaluate NLP model success, it is important to establish the right metrics and constantly 

monitor model performance. Additionally, the use of resources such as open-source tools and cloud-based 

services should also be considered to minimize the cost of this investment. 

 

Language-based challenges are an important issue, especially for banks that operate in different languages. 

Factors such as language translation, language sensitivity, and language-specific data requirements can make it 

difficult to develop models that work successfully in a multilingual environment. Therefore, these challenges 

need to be addressed separately in projects working in more than one language. 

 

As a result, customized natural language processing (NLP) models for the banking industry can increase the data 

processing capabilities of organizations and improve customer service. These models may gain more importance 

in the banking industry in the future and require further research and development. The potential of the banking 

sector to use natural language processing models as a strategic advantage and the importance of customized 

NLP models for organizations are highlighted in this study. 
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Abstract: Rapidly developing science and technology in recent years have removed the borders between 

societies and increased the interaction between societies. Depending on these developments, the restructuring of 

education systems has been brought to the agenda by almost all nations. Technological advances have rapidly 

changed individuals' lives, learning, and habits. The greatest impact of technology on individuals and societies is 

seen in lifestyles and culture. Considering the interaction and adaptation of individuals with their environment, 

science and technology precede changing values. Technology culture has become one of the most important 

factors determining and controlling value culture. Therefore, the individual's compatibility with technological 

culture also forms the basis of social harmony. In other words, individuals need to be equipped with 

contemporary knowledge, skills, and attitudes to keep up with the social life that is becoming increasingly 

complex with rapid technological advances. This can be possible if every individual receives appropriate 

education to acquire the skills required by technological developments. In an environment where all these 

changes are taking place, it is no longer possible for education systems and course materials, which prepare 

people for life, to continue unchanged and to fulfill this mission successfully. In this context, integrating science 

and technology into education in contemporary education systems has become a planned process designed to 

improve student's skills and confidence in understanding and using existing technologies and finding solutions 

to technological problems. This study aims to teach the texts in the Science and Technology theme of the 

renewed secondary school 8th Grade Turkish textbook in the 2023-2024 academic year to the students about 

scientists, science literacy, informatics literacy, ethics, entrepreneurship, communication, imagination, etc. in the 

2019 Turkish Course Curriculum. It examines the transfer levels of sub-skills such as communication, 

discoveries and inventions, mathematical literacy, sense of curiosity, events, phenomena, patents, social media, 

design, technology, copyright, transportation, and innovation. The study was conducted with a qualitative 

research method and a document review was used to obtain data. The data were interpreted with the content 

analysis technique: As a result of the study, the sub-skills of imagination, scientists, discovery and invention, 

sense of curiosity, technology, and innovation were conveyed in all four texts under the theme of Science and 

Technology. The theme includes information literacy, entrepreneurship, event, and fact sub-skills in all three 

texts. Science literacy and mathematical literacy skills are included in both texts. In the theme, communication, 

patent, social media, and design sub-skills are explained in only one text. There is no ethics sub-skill included in 

any text within the theme. 
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Introduction 

 

Rapid advancements in science and technology have a tremendous impact on people's daily lives. Due to the 

interaction between science and technology, advancements in both domains have an impact on one another and 

accelerate technical advancements (İşman and Gürgün, 2008).  Although technology has numerous uses, one of 

the most widespread is in education. Today's rapid technical advancements are increasing technology's role in 

education at the same time (Köseolu et al., 2007; Seferoğlu, Akbıyık, and Bulut, 2008). As a crucial element of 

the ideal learning environment, technology integration into the educational process aims to improve students' 

learning and performance (Kozloski, 2006). 

 

Rapid developments in technology in recent years have affected education systems in many ways. (Orhan and 

Akkoyunlu, 2003). To make teaching-learning processes more efficient and to raise more qualified individuals, 

technology should be integrated with education (Konur, Sezen, & Tekbıyık, 2008). For this reason, the concepts 

of education and technology are integrated and take part in the learning-teaching process under the name of 

educational technology. Education and technology are among the most important factors that are effective in 

determining the lives of individuals, the relations between nations, the development levels of societies, and their 

quality of life (Gürol, Demirli, and Aktı, 2010). 

 

The field of educational technology is constantly changing and developing (Jowallah, 2008). Developments in 

this field are also reflected in teaching materials, and the use of more advanced teaching tools contributes to the 

teacher, the student, the learning process, and the achievement of the goals of education (Kazu and Yeşilyurt, 

2008; İnel, Evrekli and Balım, 2011). The use of educational technology in the classroom improves student 

academic performance and enhances the teaching environment (Engler, 1972).  

 

The lines between the teaching and learning processes are blurred by the use of information and communication 

technology in education. In this process, the teacher's instructional strategy, resources made possible by 

information and communication technologies, and the use of various applications support the development of 

students' advanced thinking abilities and give them the tools they need to use educational technologies to solve 

actual problems about the subject matter as well as complete the tasks they have been given to learn. With the 

use of technology in education, the curriculum is completely learner-based, adaptable, and flexible, and the 

teaching and learning processes are student-centered (Mumcu, 2018, Oğuz, 2021). 
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Education systems have modernized in tandem with the advancement of educational technology in the century 

we currently live in, guaranteeing that course topics, course materials, and applications in this area are more 

current (Yenice et al., 2003). Learning areas appropriate for educational technologies are developed as they are 

included in the educational process, ensuring that students are learning the objectives and successes of the 

pertinent curriculum (Karamustafaoğlu, 2006).  

 

With the development of educational programs using the constructivist methodology over the past twenty years, 

educational technologies have been used more actively in the teaching and learning process, and both classroom 

settings and other course materials have been enhanced with technology-appropriate tools. Students have greater 

access to many sorts of information because of the use of educational technologies in the classroom, and this has 

a large positive impact on knowledge creation and sharing (Woodard, 2003). Students are more motivated, they 

participate in the course more actively, and a learning process is created that suits each student's learning style 

thanks to the courses taught with rich course contents enhanced with educational technologies (Bacanak, 

Karamustafaoğlu, & Köse, 2003; All--Bataineh & Brooks, 2003; Gorder, 2008; İnel, Evrekli, and Balım, 2011). 

 

According to Sadi et al. (2008), when technological tools are actively used in training and educational activities, 

both student and instructor technical literacy increases by these advancements. These changes have also 

increased the effectiveness of the course materials and content. Teaching environments and knowledge transfer 

using conventional models are no longer effective in the technological society we live in. New searches in 

educational sciences have been made recently, concurrent with the global expansion of educational 

technologies.  

 

The curriculum and course materials have been reorganized in advanced educational civilizations to meet the 

demands of the time. The old paradigm of education has encouraged memorization among pupils while 

hindering the growth of their creative and investigative skills. Students today become innovative, free, 

scientifically oriented, inquiring people with the ability to solve problems and critical thinking abilities thanks to 

modern educational programs and course materials enhanced with technological instruments. As a result, thanks 

to technology, pupils will develop the traits known as 21st-century talents (Yavuz and Coşkun, 2008). 

 

Rapid technological advancements and changes have an impact on society (Özkul and Girginer 2001). 

Technology education is a deliberate process intended to build pupils' abilities and self-assurance in 

comprehending and utilizing current technologies as well as solving technological issues. It supports students' 

intellectual and practical growth as unique people and informed participants in a technology society. Different 

nations define and practice technology education differently. The cause of this is that various interest groups and 

cultures in different nations shape technology education to meet their demands (Black, 1998). 

 

For Turkey to compete in the increasingly digital world, technology integration in the educational process has 

become crucial. Increasing Turkey's scientific and technological talent and achieving technological dominance 

are now major objectives. schooling plays a significant role in this, particularly schooling targeted at 
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empowering people with technological literacy abilities. Our nation will be able to gain from this circumstance 

because well-trained labor will be able to reduce the issues that globalization will bring about economic, 

political, social, cultural, and technological incompatibility. (Şenel, Gençoğlu, 2003). 

 

Today's educational resources have a significant role (Hızal, 1989). Determining the technology standards of 

educational materials is now necessary because it is unavoidable for sectors like the economy and industry to 

employ technology. (Cennamo, Ross, & Ertmer, 2010, 2010). In this environment, educational programs ought 

to be updated by the demands, conditions, and requirements of the digital world, and they ought to be designed 

so that they are always renewed in harmony with life (Yeh, Hsu, Wu, Hwang & Lin, 2013: 711). Education and 

training should be constantly updated so that technology, learning resources, and processes can be planned, 

developed, and used in teaching (Seels and Richey, 1994). However, the use of computers, projections, and 

other technologies alone in schools is not sufficient to increase success in teaching (Ross and Lowther, 2003; 

Rutherford, 1996; Lowther et al., 2008; Lim and Chai 2008; Kalkan, 2022). 

 

Purpose of the Study 

 

The purpose of this study is to examine the texts in the Science and Technology theme of the 8th-grade Turkish 

textbook prepared in line with the updated Turkish Curriculum for Grades 1-8 (MEB, 2019) in terms of their 

level of transfer of science and technology skills. In line with the purpose of the study, scientists, science 

literacy, informatics literacy, ethics, entrepreneurship, communication, imagination, communication, discovery 

and inventions, mathematical literacy, and curiosity, are planned to be processed in the learning and teaching 

process of the Turkish Course Curriculum in the Science and Technology theme and to be included in the texts 

in the textbooks. The levels of skills such as emotion, event, phenomenon, patent, social media, design, 

technology, copyright, transportation, and innovation were examined. 

 

Method 

 

In this part of the study, the research method, data collection, and data analysis are included. 

 

Model of the Research 

 

This study, which examines the transfer levels of science and technology skills in the texts in the Turkish 

textbook, is qualitative. Qualitative research is a method that is inquisitive, and interpretive and strives to 

understand the problem in its natural environment regarding the problem it examines (Guba and Lincoln, 1994; 

Klenke, 2016). Qualitative research, which uses qualitative data collection methods such as observation, 

interview, and document analysis regarding the solution of a problem, refers to a subjective-interpretive process 

aimed at perceiving previously known or unrecognized problems and dealing with natural phenomena related to 

the problem realistically (Seale, 1999). Qualitative research, which focuses on the phenomena in the flow of 
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social life and strives to examine these phenomena without any transformation (Maxwell, 2008), includes a 

wide variety of perspectives used to determine the multifaceted and complex nature of modern social life 

(Kitzinger, 1995). 

 

Data Collection Tool 

 

The data of the research was obtained by document analysis by examining the 8th Grade Turkish textbook, 

which was accepted as a textbook with the decision numbered 99 and dated 25.07.2018 of the Ministry of 

National Education, Board of Education and Discipline (Eselioğlu, Set and Yücel, 2018). Document analysis is 

the detailed scanning of written documents containing information related to the facts or events examined in the 

research and creating new integrity from this information (Creswell, 2002). Document analysis, which also 

includes a literature review on the subject under investigation, enables the researcher to systematize observation 

and interview records and other documents. While this analysis method saves time and other resources for the 

researcher, it also facilitates establishing the order of importance of the facts and events examined, classifying 

data sources, and creating new data sets (Guba and Lincoln, 1994; Crabtree and Miller, 1999 Baxter and Jack, 

2008). 

 

Analysis of Data 

 

Content analysis of the data obtained in the research was explained. Content analysis requires a more detailed 

examination of the collected data and reaching the concepts, categories, and themes that explain this data. In 

content analysis, the focus is on the data collected; Codes are extracted from events and facts that are frequently 

repeated in the data set or that the participant emphasizes heavily (Baltacı, 2019). You can go from codes to 

categories and from categories to themes. In short, data (codes) that are found to be similar to each other and 

related to each other are brought together and interpreted within the framework of certain concepts (categories) 

and themes. In content analysis, the content of participants' opinions is systematically parsed (Crabtree and 

Miller, 1999; Bengtsson, 2016; Merriam and Grenier, 2019). 

 

Results 

 

This section includes the findings of the research and their interpretation. In the table, the scientists, scientific 

literacy, informatics literacy, and other subjects included in the theme of Science and Technology proposed in 

the 2019 Turkish Course Curriculum, which was accepted as the 8th Grade Turkish course book by the decision 

of the Ministry of National Education, Board of Education and Discipline numbered 99 dated 25.07.2018, 

Topics/sub-suggestions such as ethics, entrepreneurship, communication, imagination, communication, 

discoveries and inventions, mathematical literacy, sense of curiosity, event, fact, patent, social media, design, 

technology, copyright, innovation were examined. 
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Table 1: The level of transfer of the elements in the Science and Technology theme in the 8th Grade Turkish 

textbook 

 

When the table is examined, in the text titled "Gündelik Hayatımızda E-Hastalıklar”, sub-topics that should be 

included in the Science and Technology theme include scientists, information literacy, communication, 

imagination, communication, discovery and inventions, sense of curiosity, event, phenomenon, technology, 

copyright, innovation. It has been determined that sub-topics and concepts are included in the text and these 

                                             Text Names   

In the 2019 

Turkish Course 

Curriculum 

Elements in the 

“Science and 

Technology” 

Theme 

 

Gündelik 

Hayatımızda 

E-Hastalıklar 

 

Simit ve 

Peynirle Bilim 

İnsanı Öyküleri 

 

 

Parktaki Bilim 

 

 

Uzay Giysileri 

Eski Çağlardan 

Beri 

Dişlerimize 

Çok İyi Baktık 

(Free Reading 

Text) 

Scientists ✓  ✓  ✓  ✓  ✓  

Science Literacy - ✓  ✓  - - 

IT Literacy ✓  ✓  ✓  - - 

Ethic - - - - - 

Entrepreneurship - ✓  ✓  ✓  ✓  

Communication ✓  - - - - 

Imagination ✓  ✓  ✓  ✓  ✓  

Communication ✓  - - ✓  - 

Discovery And 

İnventions 

✓  ✓  ✓  ✓  ✓  

Mathematical 

Literacy 

- - ✓  ✓  - 

Sense Of 

Curiosity 

✓  ✓  ✓  ✓  ✓  

Event ✓  - ✓  ✓  ✓  

Phenomenon ✓  ✓  ✓  ✓  ✓  

Patent - ✓  - - - 

Social Media ✓  - - - - 

Design - ✓  - - ✓  

Technology ✓  ✓  ✓  ✓  ✓  

Copyright ✓  - - - ✓  

İnnovation ✓  ✓  ✓  ✓  ✓  
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concepts are conveyed to the students through the sentences. When the text was examined, it was determined 

that concepts such as information literacy, ethics, mathematical literacy, patents, and design were not included 

in the text. 

 

When the table is examined, it is seen that in the text titled “Simit ve Peynirle Bilim”, sub-topic suggestions 

such as scientists, scientific literacy, information literacy, entrepreneurship, imagination, discoveries and 

inventions, sense of curiosity, facts, patents, design, technology, and innovation are included. It has been 

determined that these skills are gained by transferring them to students with examples and sentences in the text. 

Sub-suggestions that should have been included in the texts of my textbook, such as ethical communication, 

communication, mathematical literacy, events, social media, and copyright, were not included and these 

concepts were not conveyed with the sentences in the text. 

 

When the text titled “Parktaki Bilim” is examined, it is seen that concepts such as scientists, science literacy, 

information literacy, entrepreneurship, imagination, discoveries and inventions, mathematical literacy, sense of 

curiosity, event, phenomenon, technology, innovation are mentioned in the text and these skills and sub-topics 

are taught to students in the sentences in the text. It was found that it was transferred. It has been determined that 

the concepts of ethics, patents, social media, and design are not included in the text and these skills are not 

transferred to students through the text. 

 

When the text titled “Uzay Giysileri” is examined, it is seen that these skills of science and technology are 

acquired and transferred to the students with the sentences in the text where the sub-suggestions and topics of 

scientists, entrepreneurship, imagination, discoveries, and inventions, mathematical literacy, sense of curiosity, 

event, phenomenon, technology, and innovation are mentioned in the text. has been observed. It has been 

determined that science and technology skills such as scientific literacy, information literacy, ethics, 

communication, patent, social media, design, and copyright are not conveyed in the text and there are no 

elements of these skills in the text. 

 

Free reading texts are an important tool in teaching Turkish to students and conveying the goals and 

achievements of the Turkish Lesson Curriculum. When the table is examined, there is a free reading text titled 

“Eski Çağlardan Beri Dişlerimize Çok İyi Baktık” since ancient times, under the theme of Science and 

Technology. When the text is examined, concepts such as scientists, entrepreneurship, imagination, discoveries 

and inventions, sense of curiosity, event, phenomenon, social media, design, technology, copyright, and 

innovation are included and these sub-concepts are conveyed to the students with the sentences and examples in 

the text. It has been determined that concepts such as scientific literacy, information literacy, ethics, 

communication, mathematical literacy, patent, and social media are not included in the text and these skills are 

not transferred to students through the text. 
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Results 

 

Teachers, students, and textbooks, which are transmitters of knowledge, are the three basic components that can 

be accepted as criteria when evaluating learning-teaching processes (Chevallard, 1985; Sevimli and Kul, 2015). 

These three components are important to explain the functioning of the education system and the efficiency of 

the learning process. However, in the process of obtaining the knowledge to be taught from scientific 

knowledge, the teacher or the student is not in a decision-making position alone. In other words, the teacher or 

the student cannot transform scientific knowledge into teaching content on their initiative. In the process of 

shaping the teaching content, the educational policies, curriculum, and textbooks of the countries are more 

decisive. (Brausse, 1986; Sevimli and Kul, 2015). The textbook is the source that has the greatest impact on 

students' self-regulation and teachers' course content determination processes (Brousseau, 1986). Textbooks 

contain products with complex and multi-dimensional features, and a good textbook should be designed in a 

reader-oriented manner, making it easier for the reader to understand (Erbaş, Alacalı & Bulut, 2012). 

 

In today's education systems, textbooks are the most used course materials by teachers, which contain the 

general and specific goals of the teaching process and transfer skills to students according to the needs and 

expectations of the age (Brandstrom, 2005). In the century we live in, the most important reference source is 

textbooks. As in the rest of the world, instructors in Turkey actively use textbooks in their daily teaching plans 

(Işık, 2008). Many students, from primary to higher education levels, define mathematics content as 'simply 

what is written in the textbook' (Brandstrom, 2005). 

 

It covers the safe and critical use of information and communication technologies for business, daily life, and 

communication, by changing social conditions while preparing educational programs and course materials. This 

competence is supported through basic skills such as accessing information and using computers to evaluate, 

store, produce, present, and exchange information, as well as participating in common networks and 

communicating via the Internet (MEB, 2019). The most important task in raising individuals who respond to the 

needs of the age falls on the education systems of states. It has taken the necessary steps to raise the modern 

human type in our country and to raise effective individuals who meet the needs of the age both academically, 

individually, and professionally, and has updated the course curricula and textbooks to meet this need. Finally, 

in the Turkish Language Teaching Program implemented in 2019, the subject of science and technology was 

recommended by the Ministry of National Education among the themes that should be included in textbooks 

(Kırbaş and Bulut, 2022). 

 

The texts in the Science and Technology theme of the Secondary School 8th Grade Turkish textbook are taught 

to students in the 2019 Turkish Course Curriculum on scientists, science literacy, informatics literacy, ethics, 

entrepreneurship, communication, imagination, communication, discovery and inventions, mathematical 

literacy, and curiosity. In this study, which examined the transfer levels of sub-skills such as emotion, event, 

fact, patent, social media, design, technology, copyright, transportation, and innovation (n=19), the following 
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results were obtained. 

 

In all five texts, the concepts of scientists, imagination, discoveries and inventions, curiosity, phenomenon, 

technology, and innovation were discussed, and these skills were included in all five texts (f = 31%). This 

situation shows that the transfer of science and technology skills is inadequate. Entrepreneurship and event skills 

in four texts (f = 9.5%), information literacy in three texts (f = 5.2%); science literacy, communication, 

mathematical literacy, design, and copyright in two texts (f = 38%); communication, patent and social media 

skills (F=15.7%) were included. The concept of ethics is not included in any text. In this context, the texts on the 

theme of science and technology are about scientists, scientific literacy, information literacy, ethics, 

entrepreneurship, communication, imagination, communication, discoveries and inventions, mathematical 

literacy, sense of curiosity, events, phenomena, patent, social media, design, It has been concluded that it is 

partially sufficient in transferring skills and sub-topics such as technology, copyright, and innovation. 

 

Recommendations 

 

Based on the results of the research, suggestions were made for the curriculum and textbooks. 

* Reading, listening/watching, and free reading texts appropriate to the grade level can be selected to convey 

each sub-topic in the "science and technology" theme in the textbook. 

▪ The inclusion levels of the sub-topics of the "science and technology" theme can also be studied at other grade 

levels. 

▪ Other themes and sub-topics in the MEB 2019 Turkish Course Curriculum and their level of inclusion in 

Turkish textbooks can also be examined. 
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Abstract: The course, theory of computation, appears in many computer science bachelor’s degree program 

curricula. The course examines mathematical proofs based on strictly defined abstract models of computation. 

Many students who take the course may be accomplished programmers, but they often have limited 

mathematical training. So, when such students attempt the proofs in the course, they may seek help from online 

sources, like YouTube, Quora, and StackExchange. As of late 2022, another source is ChatGPT. A concern is 

that students will use online sources, including ChatGPT, to cheat, to obtain correct answers without learning 

the material. Unlike other online sources, however, ChatGPT enables students to ask questions about specific 

proofs in a conversational style. Consequently, it may be possible that ChatGPT may be used to improve student 

learning, almost like a tutor answering questions about a problem. Moreover, unlike tutors, professors and 

teaching assistants, ChatGPT is available 24/7/365, without an appointment or waiting in line for other students 

asking questions of a single person. Further, since ChatGPT is nonhuman, students may feel more comfortable 

asking “dumb” questions. On the other hand, since ChatGPT is known to hallucinate, perhaps ChatGPT-ing 

could be even worse than googling. This paper poses questions and compares ChatGPT-3.5 answers with 

textbook answers known to be correct.   
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Introduction 

 

This research addresses the problem of how to use ChatGPT in the college course, Theory of Computation 

(TOC). Can ChatGPT be used by students to cheat on homework? Can ChatGPT be used by students as a 

learning aid? Can ChatGPT be used by teachers as a virtual teaching assistant, to write homework problems and 

solution sets? 

 

Theory of Computation is important because it is often a required course for computer science undergraduates. 

It is notoriously complex for students, and challenging for teachers, because it examines mathematical proofs 

based on strictly defined abstract models of computation. Many students who take the course may be 

accomplished programmers, but they often have limited mathematical training.  
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Prior solutions have not always been effective. In the past, when students have gotten stuck attempting to 

demonstrate proofs in the course, or even just attempting to understand the terminology in the course, they have 

sought help from online sources, like YouTube, Quora, and StackExchange. Answers from such sources can 

often be unclear and incorrect. Students continue to search for better sources of accurate information. As of late 

2022, another source has been ChatGPT. Some researchers have reported promising results in teaching 

programming (Yilmaz, 2023). The question is: Would ChatGPT work in learning TOC?  

 

This research attempts to answer such questions. This document reports results from ChatGPT-3.5, given 

prompts derived from homework exercises and homework problems posed by a major TOC textbook (Sipser, 

2013).  

 

Contributions of this paper include (1) concrete documentation of ChatGPT results at a snapshot period in time, 

late October / early November, 2023, and (2) observations on usability of ChatGPT in a specific course, Theory 

of Computation, fall 2023. To date, to the best of the author’s knowledge, no similar research has been 

published.  

 

The rest of this paper is organized as follows. The Method section describes the setup and implementation of the 

experiments. The Results section reports the raw data and summarized quantitative analysis of that data. The 

Discussion section examines the implications of the results. Finally, the Conclusion section recaps this paper’s 

main points.  

 

Method 

 

Simply put, the author posed questions, prompts, to ChatGPT out of the first three chapters of the textbook 

(Sipser, 2013). The questions posed were answered in the textbook. Since the textbook is a well-known and 

authoritative source on TOC, The ChatGPT answers were compared with the textbook answers.  

 

Note that in reproducing these experiments, measuring results presents a range of limitations and challenges. 

First, ChatGPT as an online tool undergoes frequent modification and enhancement, so it is possible that results 

might vary even from week to week. The raw data, on which this report is based, is as current as possible, as of 

this writing, November 1, 2023. By the time the reader reads these words, it is possible the online tool may have 

been modified to produce slightly different results.  

 

Second, the quality of answers from ChatGPT depends heavily on the sophistication of questions, called 

“prompts”. Efforts have been made to keep the prompt wording as close to the textbook wording as possible. 

However, it is possible that even slight wording changes might yield different answers from ChatGPT.  

 

The raw data is available at the links in the citations (OpenAI, 2023).  
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Results 

 

Prompts were prepared from each chapter. Only questions that were fairly easy to type were used as prompts. 

Many questions contained sophisticated mathematical notation in either the prompt or the answer or both, so 

those questions were omitted from this study.  

 

Chapter 0: A Simple Proof 

 

ChatGPT-3.5 produced, correctly, a simple proof from Chapter 0 of the textbook (Sipser, 2013). It proved the 

square root of 2 is irrational. (OpenAI, 2023). Link.  

 

Chapter 1: Proofs About Regular Languages 

 

ChatGPT-3.5 produced, correctly, a more complicated proof from Chapter 1, problem 1.11 of the textbook 

(Sipser, 2013). It proved that every NFA can be converted to an equivalent one that has a single accept state. 

(OpenAI, 2023). Link. ChatGPT-3.5 also proved, correctly, problem 1.23 from the textbook (Sipser, 2013). 

Specifically: Let B be any language over the alphabet Σ. Prove that B = B+ iff BB ⊆ B. (OpenAI, 2023). Link. 

 

However, ChatGPT-3.5 got 2 out of 3 answers wrong on problem 1.55 from the textbook (Sipser, 2013). 

(OpenAI, 2023). Link. The textbook answers are (a) 4, (b) 1, and (d) 3. ChatGPT-3.5 answered (a) 2, (b) 1 and 

(d) 2.  

 

 

Figure 24: Prompt for textbook problem 1.55 (Sipser, 2023) 

 

Chapter 2: Proofs About Context-free Languages 

 

https://chat.openai.com/share/5e00f3c4-2023-4f95-9bee-eb4770532b6f
https://chat.openai.com/share/5e00f3c4-2023-4f95-9bee-eb4770532b6f
https://chat.openai.com/share/5e00f3c4-2023-4f95-9bee-eb4770532b6f
https://chat.openai.com/share/5e00f3c4-2023-4f95-9bee-eb4770532b6f
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ChatGPT-3.5 answered three descriptive questions correctly. (See Figure 1.) When presented a context-free 

grammar (CFG) in problem 2.3, it was able to answer the questions, a. What are the variables of G? b. What are 

the terminals of G? And c. Which is the start variable of G?  

However, ChatGPT-3.5 only answered correctly 7 out of 9 of the True/False questions regarding yields and 

derivations. (OpenAI, 2023). Link. See Table 1. Note: random chance would yield 50% correct answers. See 

Figure 2 for the prompt.  

 

 

Figure 25: Prompt for textbook problem 2.3 (Sipser, 2013) 

 

 

Figure 26: Prompt for textbook problem 3.5 (Sipser, 2013) 

https://chat.openai.com/c/aaf421f3-a6fd-4c2a-91e7-ad7530456b57
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Chapter 3: Proofs About Turing Machines  

 

ChatGPT-3.5 answered 75% of True / Fales sub-questions of problem 3.5 incorrectly. The textbook answers 

indicate, (a) Yes, (b) No, (c) Yes, and (d) No. ChatGPT answered, (a) Yes, (b) Yes, (c) No, and (d) Yes. Again, 

note that random chance would yield 50% correct answers on average. (OpenAI, 2023). Link. See Figure 3.  

 

General Questions: Challenging ChatGPT 

 

Could ChatGPT-3.5 be used to acquire a general understanding of TOC? The author posed fundamental 

questions about regular languages and context-free languages. The questions used English only, free of 

mathematical notation. The first question was, In theory of computation, are all regular languages context-free?  

 

 

Figure 27: General question about regular and context-free languages, and odd response 

 

Oddly, ChatGPT answered both incorrectly and correctly, in the same response. (OpenAI, 2023). Link. The 

https://chat.openai.com/c/3c8d140b-93db-4d8b-8c4e-441bcf87a4d3
https://chat.openai.com/share/ff9e3067-89ea-43a0-97d2-2fbde6b30d21
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correct answer is “yes” but ChatGPT-3.5 answered “no.” But the set of regular language is a proper subset of the 

set of context-free languages, and ChatGPT stated that correctly in the last paragraph. Then it immediately 

contradicted itself, “So, to summarize, regular languages are a subset of context-free languages, and while every 

regular language is also a context-free language, there are context-free languages that are not regular.” (See 

Figure 4.) 

 

 

Figure 28: Challenging ChatGPT to do the impossible 

 

Figure 5 shows the author’s request that ChatGPT do the impossible, to specify a language that is regular but not 

context-free. But ChatGPT does not know that the request is impossible. ChatGPT provides a language that is 

context-free but not regular, which is possible, but not what the author asked for.  

 

 

Figure 29: Challenging ChatGPT to prove a language is context-free 

 

 

Figure 30: Author confronts ChatGPT 
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Figure 6 shows the author’s request to write a grammar for the language. Of course, if such a grammar exists, 

then the language is context-free. ChatGPT produced the grammar correctly.  

 

Figure 7 shows the author confronting ChatGPT with the contradiction. ChatGPT apologizes, humbly.  

 

In Figure 8 the author continues to chastise ChatGPT. ChatGPT apologizes again.  

 

 

Figure 31: Author continues to chastise ChatGPT 

 

Figure 9 shows that ChatGPT – within the particular conversation– now “understands” that regular languages 

are context-free.  

 

 

Figure 32: Finally, the correct answer 

 

Discussion 

 

In a nutshell, ChatGPT-3.5 is not accurate enough in its answers to use it as a conversational tool to develop a 

general understanding of TOC. When presenting typical student questions, the tool’s answers are not clear 

enough to rely on as an information source. Figure 4 demonstrates this fact amply.  
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ChatGPT is not confident enough either. It’s too wishy-washy. If a student were to ask challenging questions, or 

pose a false prompt, ChatGPT might reply with nonsense. Consider Figure 10. The author attempted 

“gaslighting” ChatGPT with a false prompt. ChatGPT apologized and agreed with the nonsense!  

 

 

Figure 33: Gaslighting ChatGPT 

 

To recap the results: 

• Chapter 0: ChatGPT performed well on one simple proof.  

• Chapter 1: ChatGPT performed well on 2 of 3 more challenging proofs.  

• Chapter 2: ChatGPT answered 10 out of 12 simple homework questions correctly.  

• Chapter 3: ChatGPT answered 1 out of 4 questions correctly.  

• General conversation about regular languages and context-free languages: ChatGPT provided 

inaccurate and nonsensical answers. 

 

Conclusion  

 

ChatGPT-3.5 appears able to produce simple proofs. But when proofs become even moderately challenging, 

ChatGPT may produce completely incorrect or nonsensical results.  

 

Of course, a thorough evaluation of ChatGPT-4 is indicated. Perhaps the paid version would succeed where the 

free version fails. Also, as time goes by, the tool may advance to a state where it could be useful. But as of this 

writing, there appear to be far too many errors for it to be used by students or teachers for anything more than 

brainstorming ideas.   

 

Speaking of brainstorming, ChatGPT offered a worthwhile list of possible benefits of an effective future system. 

See Figures 11 and 12.  



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

182 

 

Figure 34: Possible benefits of a future ChatGPT (1 of 2) 

 

Figure 35: Possible benefits of a future ChatGPT (2 of 2) 
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To recap this paper:  

 

• This paper explored how to utilize ChatGPT, specifically version GPT-3.5, within the context of 

teaching Theory of Computation (TOC) in undergraduate computer science programs. It investigated 

whether students can use ChatGPT to cheat on homework, utilize it as a learning aid, or if teachers can 

employ it as a virtual teaching assistant for instructors.  

• The experiments conducted using ChatGPT are presented for each chapter of a TOC textbook by Sipser 

(2013). ChatGPT-3.5 successfully generated correct proofs for some problems but demonstrated 

limitations in answering more complex questions. It provided incorrect answers for specific problems, 

highlighting its limitations in accurately handling TOC concepts. 

• The study also raised questions about ChatGPT's confidence and ability to handle challenging or false 

prompts. In some cases, it offered contradictory responses, indicating a lack of consistency and 

reliability in its answers. 

 

Overall, the research performed by the author suggests that ChatGPT-3.5 is not accurate or reliable enough to 

serve as a conversational tool for developing a general understanding of TOC. It may have limitations in 

providing clear and correct information, particularly for complex mathematical concepts. Future enhancements 

and improvements in AI models like ChatGPT may lead to better support for TOC education, but as of the 

study's snapshot in late 2023, it’s value is limited. 
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Abstract: In today’s called technological age, this study intends to examine the content of postgraduate theses 

on “digital reading”, which concentrates on the process of converting printed materials to digital media via 

electronic devices and accessing these digital reading materials. Data was gathered in the study utilizing a 

qualitative research methodology through the analysis of documents. The graduate thesis classification form was 

employed by the researcher to categorize the postgraduate theses, and the content analysis technique was used to 

examine the data. With the keyword “digital reading” in the YÖK National Thesis Center database, 8 

postgraduate theses in Türkiye could be accessed. Six of these theses were found to be master’s level, and two 

were doctoral level, according to the study’s parameters. These thesis studies were completed in 7 various 

universities. The analyses’ findings revealed that master’s theses outnumbered doctorate theses and that all of 

them were written in state colleges. Most postgraduate theses were written in 2023 as of September, and “Prof. 

Dr.” it has been determined that he has the title. Male thesis authors were found to have produced just three 

theses, compared to five produced by female thesis writers. The majority of the investigations were carried out 

at Niğde Ömer Halisdemir University, and it was found that the “quantitative research method” was the method 

that was most frequently employed. In addition, it has been found that institutes of educational sciences and 

basic education departments produce the majority of the theses written at universities. It was discovered that all 

these were authored in Turkish and ranged in length from 122 to 222 pages. This study offers a broad 

foundation for academic research on “digital reading” in Türkiye and a significant review of the current state of 

scientific research in this field. 
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Introduction 

 

Every element of daily life is being significantly impacted by the quick advancements in technology. Today’s 

population is becoming more dependent on digital tools to get information and fulfill their demands. The usage 

of technical tools like phones, computers, and tablets has increased as a result. Along with technical 

advancements, digitalization is vital in the realm of education (Türe, 2021). Technology and digitalization are 

fast expanding in the social and educational spheres, and as a result, people of all ages must keep up with these 

changes and adapt to new ones. As a result, digitalization’s scope and influence are expanding daily (Kaya 

Özgül, 2023: 1163). Numerous societal and individual behaviors have changed as a result of information 

technologies. One of the skills impacted by this transformation is reading habits. Even though reading via 

screens has become commonplace thanks to digital technologies, people have been reading texts without 

displays for thousands of years. This has changed the way that people read. Individuals have various reading 

preferences and behaviors as a result of the broad adoption of digital reading, which was introduced in this 

environment (Odabaş et al., 2018). Reading is a crucial part of human growth. As a result, reading instruction is 

prioritized in society (Akkaya & Çıvğın, 2020: 21). Discovering texts, comprehending them, and mentally 

organizing information are only some of the things readers do. In addition, the person actively adds his or her 

past knowledge to the meaning of the text and combines this knowledge to derive new interpretations. In this 

way, the reader goes beyond simply knowing the text to evaluate the text’s worth and significance, interpret it, 

expand it by giving it new meanings, and produce new information. By posing queries and doing research on 

them, the reader also examines himself and the outside world. He questions both his understanding and the 

details in the text, comparing his mental architecture to the ideas within. They expand their verbal, mental, 

emotional, and social abilities as well as their own mental architecture and realm of thought in this way. This 

advances not just the person but also his family, community, country, and even the entire world (Güneş, 2016: 

2). Reading habits are a person’s adoption of reading as a habit and a part of his or her life. People today attempt 

to maintain their traditional reading habits while adjusting to digital reading (Yalçıntaş, 2022).   

 

In response to changing needs over time, information text storage has developed along with the quest for a new 

transmission medium. The approach, which initially began with colossal inscriptions carved in stone, advanced 

to reading interfaces for digital media. As the demands grew, other considerations emerged, including the text’s 

diffusion, long-term healthful storage, affordability, ease of production, and use of ecologically acceptable 

materials. While this was going on, researchers were looking for new technologies and carrier materials, which 

changed the format into what it is today to read a book (Çoruh & Hidayetoğlu, 2016: 183). For many years, the 

book has been regarded as a valuable resource by society. The act of reading itself, though, is what truly 

commands respect. Reading has always been a crucial part of learning, being enlightened, and resolving social 

issues. With the advent of digital reading, digital tools have started to take the place of books (Odabaş, 2017). 

Digital reading environments are places with internet access and include social media platforms, discussion 

forums, news sites, email, and messaging services. To conduct research, students might find information on 

websites linked to search engines. The goal of forums, which serve as discussion and idea-sharing platforms and 
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frequently include subjective material, is to generate new ideas by learning from the experiences of other 

members. The practice of reading newspapers has transitioned to digital because it is now lucrative for printed 

newspapers to include the day’s news due to the growth of the internet. Similar to texts, emails are a common 

form of corporate communication that can be sent rapidly and don’t require paper and a pen.  Instant 

communication and debate of daily occurrences are also made possible via messaging applications. In addition 

to information sharing, social media is frequently used for socializing, entertainment, and enrichment through 

the addition of video and audio content. It is an established reality that reading from digital and traditional 

media has both advantages and disadvantages (Cihan, 2022: 10-11). 

 

To meet their everyday demands and maintain a comfortable quality of life in the information age of today, 

people must successfully use four basic language abilities. We are now deeply entwined with technology and 

the digital world. Thus, it makes sense that language instruction should be provided through the use of digital 

environments, both in our language and in a foreign language. The spaces where data received through technical 

equipment is saved and preserved are referred to as digital environments. To acquire and distribute knowledge 

in digital environments, reading abilities are crucial. This ability entails reading written symbols, deciphering 

them, and storing them in long-term memory by annotating the meaning of the information (Tiryaki & Karakuş, 

2019).  Reading habits in the digital age have also highlighted the need for new abilities. A new style of reading 

known as “digital reading” has emerged as a result of how the process of digitization has impacted reading. 

People’s reading habits and demands have altered as a result of the various digital tools that are all around us. 

While some people who observe this change may feel uneasy about it, others may view it as usual and find the 

alteration to be satisfactory (Odabaş et al., 2020: 91). Digital tools including computers, televisions, mobile 

phones, tablets, e-books readers, and electronic signage are examples of digital instruments that can be used for 

reading. E-reading and screen reading are other names for this type of reading. Digital reading is an active 

process that involves the reader analyzing the material displayed on the screens of these electronic devices, 

coming up with fresh interpretations, and organizing it in his mind (Akkaya & Çıvğın, 2020: 21).   

 

In the literature, the term digital reading is used synonymously with terms such as screen reading, 

multithreading, and online reading. In this study, the term digital reading was preferred, considering that today 

is described as the digital age and many readings are carried out through digital tools (Cihan, 2022: 9-10). 

Digital reading is a dynamic process of making meaning by processing the information on the screen with basic 

technological knowledge (Keskin et al., 2016: 118). Written materials are now widely available on digital 

devices in a world that is becoming more digital. Users no longer need to carry around items like newspapers, 

books, and magazines thanks to technology like mobile phones and laptops, which make it simple to access 

these resources. Digital reading offers features like moving visuals and music that stimulate readers’ various 

senses, giving them a wide range of alternatives for creating meaning.  

 

Digital resources are also simpler to store than printed ones. Consequently, reading on a digital device is 

growing more and more popular, particularly among young people. Young people would rather take a library 

with them than get lost in a stack of printed books. In this way, the pages in the digital environment can be 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

187 

viewed at any time, unlike the books on the shelves, which can only be accessible in the same environment 

(Kırmızı & Yurdakal, 2021: 138-139). Digital reading has been required in schools, particularly in recent years 

as a result of the shift to digital platforms. All tests in higher education are given on digital platforms, even 

though digital reading is frequently used in elementary and secondary education levels for tasks like following 

lessons, completing homework, and preparing for exams. At this point, digital reading allows readers to access 

material through digital means and replaces reading on paper with screen-based tools. Therefore, it is crucial to 

look into many facets of using digital reading in educational settings (Bulut, 2022). Digital reading has attracted 

a lot of research attention during the past 15 years, particularly with the rise of e-readers. With this startling 

change, there is now a significant academic interest in changing traditional reading habits, as well as new study 

methodologies (Liu, 2012: 87). 

 

Apart from postgraduate theses, it is clear from the literature that numerous studies on “digital reading” have 

been carried out recently. Some of these research; Rowsell & Burke (2009), Liu (2012),  Şahenk Erkan et al., 

(2015), Keskin et al., (2016), Yıldız& Keskin (2016), Naumann (2017), Ramdarshan&Wagstaff(2017), Ertürk& 

Üzümcü (2018), Bulut&Karasakaloğlu (2018), Salmerón et al., (2018),  Lim & Jhung (2019), Pardede (2019),  

Loh & Sun (2019), Al Khazaleh (2021), Reiber-Kuijpers et al., (2021), Kemiksiz (2022), Çetin (2023), Chen et 

al., (2023),  studies on digital reading seem to have been done by. These studies make available the findings and 

methodologies of numerous research projects in the field of digital reading. In general, it appears that studies are 

being done on the impact of digital reading on people’s self-efficacy, linguistic development, reading abilities, 

motivation, and attitudes. Additionally, studies addressing topics like students’ academic digital reading guides, 

teacher candidates’ attitudes toward digital reading and writing, and the digitization of children’s books are 

visible. This academic research is a valuable source of knowledge for understanding how reading behaviors and 

learning processes are affected by the digital transformation of education. When the literature is analyzed, it 

becomes clear that there has been a sizable amount of recent scientific research on digital reading and that it is 

regarded as a crucial subject. Determining the extent to which digital reading abilities, which have become more 

significant with the digitalization of technology, are the focus of postgraduate scientific research in Turkey is 

crucial for the literature and academics. 

 

By offering an overall assessment of scientific investigations, content analysis of graduate theses is crucial for 

identifying the scenarios and trends that are prevalent now. This study seeks to fill in the gaps in the scientific 

literature in this field by focusing on the content of postgraduate theses on “digital reading” and helps build a 

more complete body of information. The information gathered can significantly advance fields like developing 

digital reading techniques and carrying out academic research. This study highlights the value of digital reading 

through an analysis of postgraduate theses in various domains with the title “digital reading”, and it can assist 

organizations in developing digital reading abilities and individuals in fostering a culture of successful 

communication. Digital reading abilities are considered to have a significant role in the digitalizing world that 

technology has brought about, both in the realm of education and other fields of social interaction. By analyzing 

the content of postgraduate theses on “digital reading” in Turkey, this study seeks to add to the body of 

knowledge in this field and further research. As a result, the following inquiries were the focus of this research:  
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▪ Which postgraduate levels are represented by the distribution of theses on digital reading? 

▪ What language or languages have graduate theses on digital reading been written in? 

▪ What is the breakdown of digital reading postgraduate theses by year? 

▪ How are postgraduate theses on digital reading distributed in terms of the type of study? 

▪ Which institutes have the most postgraduate theses on digital reading? 

▪ What is the distribution of postgraduate theses on digital reading according to the departments where 

they are written? 

▪ How are postgraduate thesis authors who wrote on digital reading distributed by gender? 

▪ What is the breakdown by titles and gender of postgraduate thesis supervisors for digital reading? 

▪ What are the distributions of postgraduate theses on digital reading by the universities where they were 

completed? 

▪ According to public and foundation institutions, what is the distribution of postgraduate theses on 

digital reading? 

▪ What is the distribution of graduate theses on digital reading by average page count? 

 

Every field of life is changing as a result of the quickly evolving technology of today. Digital reading skills are 

crucial in this situation and in an era where information technologies are developing quickly. By examining 

various demographic and discipline-based distributions of postgraduate academic studies titled Digital Reading 

in Turkey, this study seeks to offer a perspective on the significance of digital reading and contribute to the 

literature.  

 

Method 

Research model 

 

This study was developed using a qualitative study. To examine thoughts, perceptions, and events in their actual 

contexts and present them holistically, qualitative research employs data collection methods like observation, 

interviewing, and document analysis (Yıldırım & Şimşek, 2013: 45). The qualitative research technique of 

document review was applied in this study. The percentage (%) and frequency (f) analysis methods were used to 

look at the data that were collected from the document review.  

 

Document analysis is the examination of written materials that contain details about the events and facts under 

investigation (Yıldırım& Şimşek, 2013:217). Analyzing written resources such as official publications, reports, 

records, and survey and questionnaire open-ended responses is known as document review (Patton, 2002). 

Postgraduate theses on digital reading that were found in the database of the YÖK National Thesis Center 

served as the source material for the study’s assessment.  
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Data collection tools 

 

Using a “digital reading postgraduate thesis review form” that was created after consulting with two subject-

matter experts, the researchers gathered data. This form was used to conduct a content analysis on the theses’ 

descriptors (type of thesis, type according to gender, year, language, university, affiliated institute, department 

of science, research method, title of thesis advisors, and number of pages). The data were transmitted to the 

“digital reading postgraduate thesis review form” from the YÖK National Thesis Center database, which served 

as the source from which they were gathered. The researchers read each thesis once before reading it again to 

complete the form. The necessary computer fields were filled out and entered during the second reading. The 

consistency between the raters was then calculated after the evaluations had been reviewed and analyzed. The 

researchers’ agreement percentage was calculated using the Miles & Huberman (2015) approved formula for 

agreement percentage, and it was found to be 90%. With the assumption that the percentage of agreement 

should be greater than 70%, this result demonstrates that dependability in data analysis is ensured (Miles 

&Huberman,2015). Reliability in data analysis was ensured by the high proportion of agreement, and at the 

same time, ethical guidelines for the research were strictly adhered to. 

 

Study Materials 

 

The research’s study group consists of postgraduate theses that have the keyword “digital reading” and are 

accessible (permitted) as of September 2023 in Turkey’s YÖK National Thesis Center database. A total of 8 

postgraduate theses, including 6 master’s and 2 doctoral dissertations, were completed in this context. There are 

several restrictions on the study. A basic constraint of the theses in the sample is the exclusive usage of the term 

digital reading in their titles. Additionally, the research only considered the accessible theses out of all the 

available theses. This might have the effect of disqualifying other theses. The findings of the study were 

considered in light of these restrictions.  

 

Analysis of data 

 

The researchers coded and transferred the data obtained through the “digital reading postgraduate thesis review 

form”, which was developed by the researchers with input from two subject-matter experts. In a computer 

setting, frequency (f) and percentage (%) statistics were established to convey quantitative data in tabular 

format. The content analysis technique was used to examine the data that was obtained. Finding concepts and 

connections that will make sense of the data is the core goal of content analysis. A more thorough analysis is 

done on the data gathered during content analysis (Yıldırım & Şimşek, 2013: 259). 

 

Findings 

 

Examining master theses in Turkey on “digital reading” is the goal of this study. The figures below give 

information on the 8 postgraduate theses that made up the sample, comprising 6 master’s theses and 2 doctoral 
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theses. 

 

 

 

When Figure 1 is looked at, it can be observed that master's theses make up 75,00% (f = 6) of the postgraduate 

theses on “digital reading” that is now available. There are 25,00%  theses (f=2) in the PhD program. 

 

 

 

Figure 2 shows that 4 postgraduate theses, or 66,66% of the total number of master's theses, were written by 

female scholars. Male researchers are the authors of two theses or 33,33% of all the master's theses. One thesis, 

or 50,00% of the total number of theses in the doctorate program, belongs to a female researcher, and one thesis, 

or 50,00% of the total number of theses, belongs to a male researcher. There are more female researchers (f = 5) 

than male researchers (f=3) in postgraduate thesis studies. Women make up 75,00%, while men make up only 

25,00%. 
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Figure 3 reveals that 2023 was the year with the highest number of postgraduate studies completed. The 

frequency of postgraduate theses submitted during this period is (f) 5, which is a percentage of 62,50%. The rate 

of these publications in previous years was 37,50%. 75,00% of the theses displayed in the data figure are 

master's theses, whereas 25,00% are doctoral theses, according to the distribution of theses by kind. This 

distribution demonstrates that the majority of postgraduate research is done at the master's level. The 

distribution of master's theses and doctoral theses differs significantly. The figure shows that master's theses are 

published more frequently than doctoral theses, which have a lower percentage. 

 

 

 

Figure 4 shows that, at the master's level, all (100.00%) public universities publish postgraduate theses with the 

title “digital reading” (f=6). On the other side, it was revealed that no postgraduate theses were published in 
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foundation universities. At the doctoral level, it was found that two theses and all theses with the heading 

“digital reading” were written in public universities. It is determined that foundation universities do not prepare 

doctoral theses. As a result, it can be observed that foundation institutions do not produce any postgraduate 

theses, while state universities produce all of them. 

 

 

 

Figure 5 shows that all postgraduate theses, including 6 master's theses and 2 doctoral theses, were written in 

Turkish (f=100,00%) when looking at the language distribution of theses on the topic of “digital reading”. There 

are no translated postgraduate theses available. 

 

 

 

When Figure 6 is looked at, it can be seen that most postgraduate theses connected to “digital reading” (f = 6 

and 75,00%) were made in the “Institute of Educational Sciences” and that (f = 1 and 12,50%) were made in the 
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social sciences. The graduate education institute appears to have operated at the same pace (f=1, and 12,50%). 

 

 

Postgraduate theses were prepared in three major disciplines of science, as shown in Figure 7. In the department 

of basic education, a total of 6 master's theses (or 50,0%) were produced (f = 3). It can be noticed that one 

master’s thesis was written in the Department of Information and Document Management, while the other two 

master’s theses were written in the Department of Turkish and Social Sciences Education. It was discovered that 

two doctoral theses were prepared in the Department of Basic Education. It can be seen that the Department of 

Basic Education produced three master's theses and two doctorate theses. 
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When Figure 8 is reviewed, it becomes clear that Niğde Ömer Halisdemir University, a public (state) university, 

produced all of the master’s theses (f = 2 and 33,33%) on “digital reading”. The majority of theses on digital 

reading were authored here. It can be noted that several universities, including Dokuz Eylül University, 

Pamukkale University, Istanbul University-Cerrahpaşa, Bursa Uluda University, Hacettepe University, and 

Necmettin Erbakan University, have each produced one postgraduate thesis. 

 

 

 

According to Figure 9, it can be seen that 8 theses were made at the “doctoral”(2) and “master’s” level (6). In 

the distribution of thesis advisor titles at the “master’s thesis” level; Prof. Dr. the thesis was prepared under the 

supervision of faculty members with the title (f = 6 and 75,0%); under the supervision of faculty members with 

the title of “associate professor” (f = 1 and 12,50%). It is seen that the thesis was prepared under the supervision 

of faculty members with the title of “Assistant Professor” (f = 1 and 12,50%). When looking at the overall total 

of postgraduate theses; Professor Doctor (75,00%), Associate Professor Doctor (12,50%), Dr. Lecturer It is seen 

that it has a membership rate of (12,50%). 
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The following are the preferred methodologies used in graduate theses, as illustrated in Figure 10; one can see 

that (f = 5 and 75,00%) of theses employ the quantitative research method while (f = 2 and 25,00%) do so with 

the mixed method. 12,50% of theses with the title digital reading were found to have been produced utilizing the 

design-based research method. 

 

 

When Figure 11 is examined, it is seen that the number of pages of postgraduate theses titled “digital reading is 

in the “101-150” page range (f=2 and 25,00%);  In the “151-200” page range (f=3 and 62,50%); It is understood 

that it is in the "201-250" page range (f = 1 and 12,50%). 
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Figure 12 shows that 2 theses belong to male advisor faculty members and 6 theses, or 75,00% of all theses, are 

affiliated with female advisor faculty members. Men write more postgraduate theses than women do, 

proportionally. 

 

Conclusion and Recommendations 

 

Within the YÖK National Thesis Center database between 2020 and 2023, 6 master's theses and 2 doctorate 

theses with the subject “digital reading” were studied. The findings indicate that a total of 8 master’s theses with 

the title “digital reading” were written in Turkey. These theses are divided into 25% doctorate and 75% master’s 

level studies. The most written theses are those written at the master’s level, where more and more female 

scholars are working in this field. While master’s level studies make up the majority of these theses, doctorate 

theses make up a smaller percentage. 

 

The most postgraduate theses were published in the year 2023, which was determined. As of September 2023, 

five studies had been completed. The language of all the postgraduate theses with the title “digital reading” was 

found to be “Turkish” and were all written in state universities. A further indication that “digital reading” is a 

significant research issue in the field of educational sciences is the fact that 75% of these theses were produced 

within institutes for educational sciences. Most research in this field is done in the Department of Basic 

Educational Sciences, which stands out. In this regard, it has been noted that the caliber and number of academic 

research conducted in “digital reading” have significantly increased. This might be viewed as a crucial indicator 

of the subject's significance within the field of educational sciences. Studies conducted specifically in the 

Department of Basic Educational Sciences have been found to stand out, indicating that future studies may tend 

to focus on this basic field of the discipline. 

 

The university where most theses on “digital reading” were written was found to be Niğde Ömer Halisdemir 

University. Dokuz Eylül University, Pamukkale University, Istanbul University-Cerrahpaşa, Bursa Uludağ 

University, Hacettepe University, and Necmettin Erbakan University were found to be the universities where 1 

study was undertaken. 

 

The majority of professors who guide graduate theses in digital reading hold the status of “professor doctor”. 

The quantitative research method was often preferred in the research, and the average page count of the theses 

was mostly between 15 and 200 pages. 

 

By examining postgraduate theses on “digital reading” completed at universities in Turkey in terms of several 

characteristics, this study sought to show patterns in the literature on the topic. It can be argued that these 

analyses can be a resource and a guide in understanding and developing the trends of scientific investigations. 

They are a significant resource for academics and researchers who will study in the relevant field. Only 

postgraduate theses were taken into account in this analysis. Other scientific studies on “digital reading” can, 
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however, be analyzed in the same manner. Such studies are essential for comprehending and establishing the 

trends of scientific studies in the literature since they serve as a guide for academics and researchers who want 

to carry out studies on the pertinent subject. 
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Abstract: Introducing the engineering design process to engineering students during their earlier school years 

offers significant advantages, as it allows students to apply principles of the design process to projects they 

conduct during their college education. While large engineering institutions offer comprehensive engineering 

design courses, delivering such courses on smaller campuses with pre-engineering programs presents challenges 

due to limited faculty and resources. To address this challenge, the Airfoil Design Project, as an integral 

component of the curriculum for introductory engineering courses, has been developed. The project utilizes the 

Webfoil simulation software and AutoCAD to design airfoils, which are then printed using 3D printers for 

testing in a low-budget educational wind tunnel. While students work on the project, they are guided to follow 

the Five-Stage Design Process. An assessment method for this project, including examples of pre-test and post-

test questions, is also proposed to measure the effectiveness of the project. As the IRB approval process has not 

been initiated yet, there are no surveys or test results available at this stage. Nonetheless, this paper focuses on 

the composition of the project, its successful implementation in an introductory engineering course, the 

methodology employed, and the potential impact on student learning and engagement.  
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Introduction 

 

The engineering design process is a fundamental component that equips engineering students with the necessary 

skills to excel in their roles. Recognizing the significance of engineering design, numerous educational 



 

International Conference on 
Engineering, Science and Technology 

 
www.iconest.net October 19-22, 2023 Las Vegas, NV, USA www.istes.org 

 

202 

institutions offer introductory engineering design courses explicitly designed to instill these principles in newly 

admitted engineering students. Some of these introductory courses have introduced innovative concepts and 

methods, such as gamification (Sharunova et al., 2018), a video game (Ranalli & Ritzko, 2013), flipping 

(Ahmed et al., 2016), and mini-business plans (Liebenberg & Mathews, 2012). While many introductory 

engineering design courses cater to engineering students across various majors, others are tailored specifically 

for disciplines like mechanical engineering or civil engineering (Fadda, 2017; Kazemiroodsari & Kamat, n.d.; 

Molodetsky, n.d.). However, providing these essential courses on smaller campuses poses challenges due to 

limited faculty and resources. For example, universities offering pre-engineering programs may have just one or 

two engineering professors, making it challenging to offer introductory engineering design courses while 

simultaneously providing fundamental engineering education to pre-engineering students. One practical solution 

for teaching engineering design processes on these smaller campuses is to integrate design processes as a 

component of introductory engineering courses. Since it is common to offer introductory engineering courses 

regardless of campus size, adding it as one of the topics is a viable solution.  

 

When the engineering design process is introduced in an introductory engineering course, the critical aspect is 

the effective teaching of the subject. One of the effective teaching methods is to provide design projects because 

project-based learning is known as an effective way to enhance learning and increase student engagement 

(Almulla, 2020; Mills & Treagust, 2003). Project-based learning has been introduced in introductory 

engineering design courses because of its effectiveness, and numerous project-based introductory engineering 

design courses have been created and offered for decades (Bayles, 2005; Dally & Zhang, 1993; Emine Celik 

Foust, 2021; Prendergast & Etkina, 2014). While providing introductory engineering design courses with 

project-based learning would be the preferred option, it might not be possible for smaller campuses with a 

limited number of engineering faculty. Therefore, adding one or two engineering design projects as project-

based learning to an introductory engineering course would be advantageous for small campuses for teaching 

the engineering design process. 

 

This paper, therefore, presents the idea of an airfoil design project as a topic within introductory engineering 

courses, with the aim of teaching the engineering design process. This approach involves adding a project as 

project-based learning into an existing introductory engineering class. The project suggested in this paper 

adheres to the Five-Stage Design Process, which requires students to apply the engineering design process in 

their airfoil designs. This design project is intended for newly admitted engineering students who may lack a 

background in engineering design processes, airfoil design, airfoil design software, or CAD. 

 

Project Description 

Application of the Five-Stage Design Process 

 

The Five-Stage Design Process is a recommended framework for engineers in the creation of engineering 

products (Oakes et al., 2015). Figure 36 depicts a diagram of this process. This section provides guidance on 
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how students should adhere to the Five-Stage Design Process to accomplish the airfoil design project. The 

project is designed as a collaborative effort, with teams composed of two students. Below is the scenario 

provided to the students: 

 

• Students are acting as engineers employed by an engineering company specializing in the design and 

production of rubber-band-powered airplanes. 

• Sales of the current model, U-A1, are below expectations. 

• Product reviews on platforms like Amazon indicate that a common complaint regarding the new model 

is its shorter flight duration compared to competitors. 

• Propellers and rubber bands perform on average compared to competitors. 

• Figure 37 shows the wing shape of the current model. 

• The company intends to release the U-A2, an improved model with increased flight duration. 

• Your team's mission is to design a new model that achieves this extended flight duration. 

• The required lift is greater than 5N, and the drag must be less than 1N. 

• The current model has a lift of 0.11 N. 

• The current model's wingspan and cord sizes are 10 inches and 4 inches, respectively. 

• The wings possess a thickness of 1/16 inches. 

• The current model is constructed from balsa wood. 

• Available materials for the wings include plastic, balsa wood, foam, carbon fiber, and aluminum. 

 

• The following limitations are given as design constraints: 

− Wing span range: 8 – 10 inches 

− Wing chord range: 3 – 4 inches 

− Thickness range: 0.1 – 1.1 inches 

− Cl (lift coefficient): 0 – 1.1 

− Mach number: 0.1 for simulation purposes 

 

• The minimum thickness for each material used in airfoil design is as follows: 

− Plastic: 0.2 inches 

− Balsa wood: 0.2 inches 

− Foam: 0.3 inches 

− Carbon fiber: 0.2 inches 

− Aluminum: 0.15 inches 

 

• Your team is tasked with developing three solutions. 

• Specific working criteria and potential points for evaluation have been provided. 

• An acceptable solution must achieve a minimum score of 70. 
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Figure 36. The Five-Stage Design Process 

 

 

(a) 

 

(b) 

Figure 37. Shape of the Airfoil of the Current Model 
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Design Stage 

 

In the Design stage, students are tasked with defining the issue based on the provided scenario. The entire class 

collaborates to examine and narrow down the problem's root causes. The instructor provides guidance to 

facilitate the proper definition of the project's problem. Following the guidance and discussion by the instructor, 

students should define the issue as follows: Inefficient airfoil design results in insufficient lift. The project 

continues with each team working independently. That is, students collaborate as a group while defining the 

problem. Once the problem is defined, however, students are required to complete the project within their 

individual teams. Each team is tasked with gathering information about the problem outlined in the provided 

scenario. They are also encouraged to seek additional relevant information from other resources like books or 

publications, and to identify design constraints from the scenario. 

 

Imagine Stage 

 

During the Imagine stage, each team is required to develop three solutions. Table 1 provides examples of 

possible solutions, which students should report as presented in the table.  

 

Table 3. Examples of Possible Solutions for the Image Stage 

Solution Span (inch) Chord (inch) Thickness (inch) Cl Material Objective 

A 8 3 0.30 0.5 Foam Minimize weight 

B 10 4 0.20 1.1 Carbon fiber Maximize area 

C 10 4 0.15 1.1 Aluminum Minimize thickness 

 

Evaluate Stage 

 

In the Evaluation stage, each team should evaluate solutions based on the “Working criteria” presented in Table 

4. Students are provided with the “Working criteria” and “Points available,” but they must record the scores for 

each solution in the table. Students are also required to gather information related to each “Working criterion” to 

determine the scores. The minimum score for an acceptable solution is 70. Based on the total score of each 

solution and the minimum acceptable score, students are asked to choose a final solution from among those 

presented. 

 

Table 4. Working Criteria and Points Available for Evaluation 

Working criteria Points available 
Solutions 

A B C 

Cost 20 19 10 15 

Production difficulty 20 19 8 15 

Appearance 10 5 7 9 
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Safety 15 14 10 12 

Durability 10 5 8 8 

Recyclability 10 5 7 9 

Customer appeal 15 6 14 13 

Total 100 73 64 81 

 

Create and Test Stage 

Simulation model 

 

In the Create and Test stages, students are required to create and test models using simulation software. Webfoil 

is used as the simulation tool (footnote the URL: http://webfoil.engin.umich.edu/). Students set the thickness in 

Webfoil, as designed in the Imagine stage, and adjust the lift coefficient, Cl, to determine the lift and drag. Lift 

and drag are calculated using Eq. 1 and Eq. 2, respectively, 

 

Eq. 1 

 

 

Eq. 2 

where Cl is lift coefficient, Cd is drag coefficient, L is lift, D is drag, ρ is air density, v is velocity, and A is area. 

The estimated weight of the airfoil must be subtracted because it affects the actual lift, which the software does 

not consider. For instance, if the airfoil is made of aluminum, the estimated weight of the airfoil can be 

calculated using the volume of the airfoil and the density of aluminum. Students are asked to check whether the 

calculated lift and drag meet the required values. If these values are not met, students are asked to check for 

input errors in the simulation. If there are no errors, they are asked to re-dimension the span, chord, thickness, or 

angle of attack until the calculated lift and drag meet the required values. If the lift and drag still do not meet the 

required values, students are asked to go back to either Define or Imagine stages to modify their design as 

directed in Figure 36. 

 

Full-scale model 

 

Once the simulation model is finished, students are tasked with constructing a full-scale airfoil model for wind 

tunnel testing. Given that many students are not proficient with CAD software, the instructions for creating a 

full-size model limit the use of such software. Students need to transfer the airfoil geometry from Webfoil to 

AutoCAD and transform it into a 3D object. This 3D object is then converted into an STL file format and 

printed using a 3D printer. Post-printing, students must measure lift and drag in wind tunnels. As students may 

lack knowledge on how to measure lift and drag in wind tunnels, the instructor provides guidance. Students are 

subsequently asked to confirm that the measured lift and drag correspond with the values computed by the 

Webfoil simulation software. 
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Wind Tunnel 

 

Undergraduate students designed and constructed an open circuit, subsonic, educational wind tunnel. As per 

classifications, it’s a low-speed wind tunnel (Njock, 2011). It comprises a contraction, test section, and diffuser, 

depicted in Figure 38. Figure 39 shows its dimensions. The tunnel is built from 5/16-inch-thick wood. However, 

one of the test section’s side walls is made of transparent acrylic for visibility as shown in Figure 38. This 

acrylic sidewall can be opened and closed to place objects in the test section. PVC pipe was utilized to 

straighten the airflow during contraction, as shown in Figure 40. A ventilator (CX 1500) generates wind and 

produces 1,300 CFM as per the manufacturer’s data sheet. Dual-range force sensors (DFS-BTA) were employed 

to measure forces like lift and drag. 

 

Figure 38. Wind Tunnel Designed and Built by Undergraduate Students 

 

Figure 39. Dimensions of the Wind Tunnel 
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Figure 40. PVC Pipes 

 

Hata! Başvuru kaynağı bulunamadı.Figure 41 displays an airfoil positioned within the test section. Two force 

sensors are mounted on the wind tunnel’s top to gauge the airfoil’s lift. Each side wall of the wind tunnel has a 

force sensor installed to measure drag. A fishing line connects the airfoil with the force sensors affixed to the 

ceiling and walls. Logger Pro was utilized for data collection from the force sensors. 

 

Figure 41. Airfoil Installed in the Testing Section 
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Assessment Method 

 

The objective of this design project is to enhance comprehension of the engineering design process. This project 

was incorporated as a class assignment in the Introduction to Engineering course at the author’s institution for 

one semester. As the institution only offers pre-engineering programs, the students in this class are not affiliated 

with a specific engineering department. Pre-test and post-test were administered to assess students’ grasp of the 

engineering design process. The pre-test was conducted in the class following a 25-minute lecture on 

engineering design. Students dedicated two weeks, equivalent to four class hours, to complete the project. Upon 

project completion, a post-test was administered. A survey was carried out shortly after students completed the 

post-test. Both pre-test and post-test share the same problems, thereby measuring the effectiveness of this design 

project compared to lecture-only learning of the engineering design process. The exam questions were adapted 

from those in the Engineering Design Quiz available on the Teach Engineering website (Ignite STEM Learning 

in K-12 - TeachEngineering, n.d.). Table 5 presents the problems given to students for the pre-test and post-test. 

A survey was conducted to gather student feedback. Table 6 displays the list of questions included in the survey. 

 

Table 5. Problems for the Pre- and Post-test 

1. Which one shows the adequate engineering design process? 

a. b. 

  

 

c. 

 

d. 

  

 

2. At what stage of the engineering design process does information and data collection for existing 

products take place? 

a. Evaluate 
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b. Imagine 

c. Define 

d. Test 

 

3. At what stage of the engineering process does brainstorming take place? 

a. Evaluate 

b. Imagine 

c. Create 

d. Define 

 

4. In the stage of Imagine, adequate number of potential solutions is… 

a.    1 

b.    5 

c.    10 

c.    None of these 

 

5. In the Evaluate stage, the Points available for Working criteria must all be the same, as in the following 

example.  True/False 

 

6. In the stage of Create and Test, which one is not adequate for creating and testing? 

a.    Mathematical models 

b.    Computer simulations 

c.    Full-scale models 

d.    None of these 

 

7. When following engineering design process, in which direction each stage can occur? 

a.    clockwise 

b.    counter-clockwise 

c.    both clockwise and counter-clockwise 

d.    both clockwise and counter-clockwise, and shortcuts 

 

8. Following the engineering design process is iterative. That means engineers may complete their design 
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project after multiple cycles. This allows engineers to… 

a.    find the most optimal solution. 

b.    find the most effective simulation software for an engineering design problem. 

c.    apply science concepts to an engineering design problem. 

 

Table 6. Questions for the Survey 

1. I identified the design goals and design constraints at the Define stage. 

Strongly disagree Disagree Neither agree nor 

disagree 

Agree Strongly agree 

 

2. This airfoil design project is effective in learning the Five-Stage Design Process. 

Strongly disagree Disagree Neither agree nor 

disagree 

Agree Strongly agree 

 

3. Do you have any comments you would like to share regarding this airfoil design project? 

 

 

Discussion and Conclusion 

The approach to learning the engineering design process outlined in the paper offers significant benefits to 

students. Through this project, students grasp the engineering design process by actively engaging in hands-on 

learning, rather than passively receiving lectures in a classroom setting. This approach enhances students' 

comprehension of the engineering design procedure, as research indicates that project-based learning is an 

effective educational method.  

 

In the context of the project, a scenario is presented that mirrors a real-life engineering challenge, enriching 

students' learning experiences. By placing students in the roles of engineers at a company specializing in the 

design and manufacturing of rubber-band-powered airplanes, they can better understand real-life engineering. 

Furthermore, while students utilize simplified airfoil design software and a low-budget educational wind tunnel 

for creating and testing their models, they gain valuable hands-on experience, mirroring the practices of real-life 

engineers. This effectively bridges the gap between theoretical classroom learning and practical engineering 

applications. Moreover, students are tasked with utilizing resources ranging from simulation software to CAD 

tools, 3D printing, and physical testing equipment, enhancing the depth and breadth of their learning 

experiences. 

 

Another notable benefit of this project is its suitability for small colleges that exclusively offer pre-engineering 

programs. As previously mentioned, small colleges often face challenges in creating dedicated engineering 

design courses due to constraints in faculty and resources. Integrating this project into an existing introductory 

engineering course allows small campuses to efficiently teach the engineering design process without extensive 
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resource demands. 

 

This project has several important limitations. Firstly, detailed instructions are crucial for its success. Since it is 

tailored for students in the early years of college, assuming they lack a substantial background in engineering 

design or airfoil design, comprehensive guidance is necessary to ensure that students can complete their projects 

without significant challenges. This level of instruction is essential as it not only facilitates successful project 

completion but also fosters a sense of achievement among students, reinforcing their grasp of the engineering 

design process and boosting their confidence for future studies. Another limitation pertains to the simulation 

software, which has a minimum wind speed requirement of about 0.1 Mach (approximately 34 m/s). Achieving 

such a speed using a low-budget educational wind tunnel is extremely challenging. Therefore, it's advisable to 

explore an alternative simulation software that maintains user-friendliness while supporting lower wind speeds. 

 

At present, both pre and post-test results, as well as survey findings, are currently unavailable. Therefore, it is 

advisable to allow several semesters for the assessment of this project's effectiveness. Furthermore, it's 

important to address how to encourage students to apply the engineering design process they learn from this 

project to their work in other classes. One potential solution involves making the use of the engineering design 

process a requirement for projects in other engineering courses. Implementing this would necessitate 

collaboration with fellow faculty members teaching different engineering courses. 

Based on the discussion, the following suggestions are recommended for future work. 

• Offer this project several semesters to get pre and post test results and survey results for assessment of 

the effectiveness of this project. 

• Improve the project with the results of pre and post test results and survey results. 

• Use simulation software that provides low wind speeds while being easy to use for new engineering 

students. 

• Develop methods to ensure that students use the principle of engineering design process to other 

projects in other classes. 

• Get feedback on how the instructions can be improved for Webfoil and AutoCAD so new students can 

complete their projects without feeling any difficulties. 
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Abstract: In today's rapidly digitalizing world, technology has become an important part of education. 

However, as the role of technology in education has increased, the problem of inequality of opportunity in 

access to education has become more evident. The purpose of this study is to examine the problems in access to 

education and to propose solutions. This research was prepared with the content analysis technique, one of the 

qualitative research methods. Existing studies were analyzed as a data collection tool. The data were analyzed 

descriptively. According to the findings, the most common problems are lack of hardware, lack of internet 

access and lack of technology knowledge.  As solutions to these problems, governments and schools should 

invest in providing students with appropriate devices and internet connectivity. This can reduce the lack of 

hardware. Various programs and incentives should be developed to increase internet access in rural areas and 

low-income families. Students should be offered training and resources on using technology effectively. This 

can help address the technology knowledge gap. Educational materials should be available both online and 

offline. This can enable students to learn without being dependent on internet access. States should develop 

policies and strategies to promote equal opportunities in education. This can ensure that all students have equal 

opportunities. 
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Introduction 

 

Education plays a fundamental role in the progress of a society and helps individuals realize their potential. 

However, inequality of opportunity related to the use of technology in education has become a serious problem 

in many countries. In this article, we will discuss the causes, effects and solutions to inequality of opportunity in 

the context of technology in education. Education has a fundamental role in the development of societies (Cakir, 

Ozturk, Unal, 2019; Hirtt, 2004; Ozturk, Kinik, & Ozturk, 2023; Ozturk, 2023). A good education enables 

individuals to discover their potential and develop their knowledge and skills. However, inequality of 
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opportunity in education is a serious problem in many countries. In this article, we examine the problems of 

inequality of opportunity, with a particular focus on the role of technology in education (Ali, 2020). 

 

Causes of Inequality of Opportunity 

 

1. Access Problem: Low-income families, those living in rural areas or students in poor countries may have 

difficulties accessing appropriate technological infrastructure. Inequalities in internet access, computer or tablet 

ownership increase inequality of opportunity in education (Acemoğlu and Pischke, 2001). 

 

2. Lack of Digital Literacy The ability to use technology effectively is referred to as digital literacy. Students 

who lack these skills may be at a disadvantage when using online education or digital learning platforms 

(Mercik, 2015). 

 

3. Language and Culture Issues: Educational material presented in a foreign language or cultural differences can 

create comprehension and contextualization challenges for some learners (Dündar and Akçayır, 2012). 

 

Technology has great potential in education. The Internet, computers, tablets and other digital tools offer 

students a broader learning experience (Demirer and Sak, 2015). However, these technological opportunities are 

not equally accessible for everyone. Here are the main causes of inequality of opportunity problems in the 

context of technology in education: (Organisation for Economic Co-operation and Development, 2012). 

 

1. Access Problem: Some students have difficulty accessing technological tools. Families without an internet 

connection or up-to-date devices may not be able to contribute to their children's education in the same way 

(Higgins, Falzon, Hall vd., 2005). 

 

2. Lack of Digital Literacy: Using technology effectively requires digital literacy. Lack of digital literacy can 

cause huge differences between students (Dursun, Kırbaş, and Yüksel, 2015). Students who do not know how to 

use technology effectively can fall behind in education (Hebenstreit, 1989). 

 

3. Accessibility of Educational Materials: Digital educational materials may be inadequate or inaccessible for 

some students. If students have limited access to textbooks and other resources, inequalities in education can 

occur (Ekici and Yılmaz, 2013). 

 

Effects of Inequality of Opportunity 

 

1. Lack of Achievement: Unequal access to technology can lead to students achieving lower academic success 

than others (Demirbaş, Maden and Sayın, 2015). 
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2. Social Exclusion: Lack of technology can lead to social exclusion among students. Especially during 

extraordinary periods such as the pandemic, the lack of online interaction can negatively impact students' social 

development (Çelik and Kahyaoğlu, 2007). 

 

3. Inequality in Job Opportunities: Lack of access to technology can also lead to inequality of opportunity in the 

job market. In today's business world, it is increasingly important to have digital skills (Türk Eğitim Derneği, 

2007). 

 

Combating Inequality of Opportunity: Solution Suggestions 

 

1. Increase Access: Governments, civil society organizations and educational institutions should work to 

increase access to technology. Measures such as subsidies, free Wi-Fi access and cheap computers can be taken 

(Özer and Eren Suna, 2020). 

 

2. Digital Literacy in Education: Digital literacy education can give students the skills to use technology 

effectively. This can help narrow the digital divide (Ömür, Bahat, and Ernas,2017). 

 

3. Translation and Cultural Adaptability: Educational materials should be designed to take into account different 

languages and cultures. Translation and cultural compatibility should be practiced to facilitate students' 

comprehension and understanding of context  (Alipio, 2020). 

 

Method 

 

In this study, the Document Analysis Method was used. This method involves the analysis of written and oral 

materials containing information about the subjects planned to be researched. Document analysis involves the 

analysis of written materials that contain information about events or phenomena that are intended to be 

investigated. Although document analysis is traditionally used by historians, anthropologists and linguists, 

sociologists and psychologists have also contributed to the development of important theories using document 

analysis. To collect the data for the study, articles published in recent years on educational technologies and 

equal opportunities were searched. Web of Science and Google Scholar databases were used to search for 

articles. In addition to the databases, a literature review was also conducted through web logs and press 

websites. 

 

Results 

 

1. Increase Access: Governments, schools and civil society organizations should work to increase access to 

technology. It is especially important to provide internet access and affordable devices to students living in rural 

areas. 
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2. Digital Literacy Education: Schools should focus on teaching digital literacy skills. It would be useful to 

teach students how to use computers effectively, evaluate digital resources and use the internet safely. 

 

3. A variety of educational materials: Educational materials should be varied to meet different learner needs. 

Digital and print resources should be used together so that every student has access. 

 

4. Teacher Training: Teachers should be trained to use technology effectively. This will enable them to use 

digital learning platforms more efficiently. 

 

5. Collaboration and Partnerships: Collaboration and partnerships should be established between public, private, 

and civil society organizations. Technology companies can reduce inequality of opportunity by providing 

support in the field of education. 

 

Conclusion  

 

Inequality of opportunity in the context of technology in education is a serious problem and can affect the future 

of society. To address this problem, it is important to address access issues, increase digital literacy and promote 

cultural compatibility. However, all stakeholders need to collaborate so that every student can have equal 

opportunities. Inequality of opportunity in the context of technology in education is a serious problem that 

negatively affects the development of societies. However, by paying attention to the recommendations 

mentioned above, these problems can be overcome. Every student should have equal access to technology, 

digital literacy and access to educational materials. In this way, greater equality of opportunity in education can 

be achieved and societies can move towards a more sustainable future. 
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Abstract: Students with autism spectrum disorder (ASD) possess many critical qualities and characteristics 

associated with success in high-level engineering research. ASD students gravitate to engineering despite 

common barriers (i.e., transitioning between tasks & communication) that complicate engagement, graduation, 

and subsequent job opportunities. ASD students have lower rates of attending 2-to-4-year institutions following 

secondary schooling (34.7%), contrasted to neurotypical peers (61.8%). Further, 2021 postsecondary completion 

rates of ASD students are significantly lower (39%) than neurotypical students (59%). Data supports that 

underdeveloped communication/socialization skills are key factors affecting attrition rates in post-secondary 

education. Evidence-Based Practices are currently available to support the development of ASD students’ 

communication/socialization skills (i.e. social narratives, video modeling) that are shown to support students in 

these key areas. Social skill supports for ASD students in post-secondary institutions are also shown to support 

student engagement, reduce student attrition rates and increase graduation rates. Novel technologies as Extended 

Reality (XR) may have benefits that enhance adolescent ASD student engagement and retention. Prior studies 

have shown that XR subsets such as Augmented Reality (AR) and Virtual Reality (VR) inclusion in ASD 

student curriculum can support development in both the academic & the behavioral components of successfully 

transitioning to post-secondary institutions. The goal of this review is to consider XR as a potential support tool 
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for ASD students to develop academically useful tech skills, but also to enhance engagement with their peers in 

the “real world” to continue development of communication and social skills, as they transition from 2-year 

post-secondary institutions to 4-year university. 

 

Keywords: Evidence-based practices, Autism, Extended reality, Virtual reality, Augmented reality 
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Introduction 

 

Approximately 31% of people with autism spectrum disorder (ASD) have an IQ in the intellectually disabled to 

borderline range (IQ = 70 - 84), the remaining 69% have average to above-average intelligence (IQ > 85) and 

are considered to have high-functioning autism, formerly known as Asperger's syndrome (Baio et al., 2018). In 

2015 a preliminary study surveying 109 high-school and post-secondary students with high-functioning ASD, 

recorded the students with a mean grade point average of 3.27 (on a 4.0 scale) (Gelbar et al., 2015). Further, 

34.3% of young adults with ASD chose STEM majors versus 22.8% of neurotypical students(Wei et al., 2013). 

The general academic experience for STEM majoring students is a combination of academic performance, 

technical skills development (i.e., cell culturing & experiment design), and interpersonal peer 

relationships(Duerksen et al., 2021; Pilotte & Bairaktarova, 2016). Some characteristics attributed to success in 

STEM programs are occasionally observed behavioral attributes in ASD students. Some of these commonly 

observed characteristics in ASD students include strong attention to detail(Mayer, 2017), rote learning(Barnett 

et al., 2018; Mirenda et al., 2022), methodical approach to learning (spotting patterns and repetition), and 

integrity (honesty and commitment to a desired goal)(Tseng et al., 2020; Warren et al., 2021).  

 

Despite having characteristics that add value to academia, individuals with ASD have a lower rate of attending a 

2-to-4 year institution following secondary schooling (34.7%), in contrast to their neurotypical peers 

(61.8%)(Pilotte & Bairaktarova, 2016). Based on these national high-school graduation figures, we may 

approximate nearly 49,000 ASD students graduated within the year of 2014-2015, and of that cohort 

approximately 15,700 graduates pursued a postsecondary education within the years following 

graduation(Duerksen et al., 2021; Watkins et al., 2019).  

 

Further, for those diagnosed students who do attend college, the postsecondary schooling completion rates of 

ASD students are significantly lower (39%) than neurotypical students (59%) as of the year 2021 (Newman & 

Madaus, 2015; Shattuck et al., 2017). In 2020, Steinbrenner et. al. characterized the modern iteration of 
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Evidence-Based Practice (EBP) as being in use for nearly a decade as EBP had shifted from narrative reviews 

towards the “stringent review process that incorporated clear criteria for including or excluding studies for the 

reviews or organizing the information into sets of practices”(Steinbrenner et al., 2020). Currently, there are 28 

EBP’s supported by National Clearinghouse on Autism Evidence and Practice, at UNC-Chapel Hill. These 

EBP’s recommend evidence-based support for improving ASD student outcomes in academic, behavioral, and 

emotional development.  

 

To better serve the ASD student population enrolled in post-secondary STEM programs, it is critical to identify 

opportunities where the institution may better prepare these students for success using EBPs, ultimately 

lowering attrition rates among this subset of the student population. We propose to construct an enhanced 

transition program incorporating EPBs using XR to increase engagement for ASD students in developing 

necessary social and cognitive skills to increase subsequent post-secondary graduation rates.  

 

ASD Student Barriers & Challenges 

 

Underlying causes associated with discrepancies between ASD students and their neurotypical counterparts 

regarding success in post-secondary institutions are not clearly understood. Some data suggests that the 

diagnostic profiles of ASD students may carry deficiencies that create barriers to success in transitioning to 

postsecondary schooling(Ehsan et al., 2018; Watkins et al., 2019).  Due to the increased emphasis on developing 

independence, organizational skills, planning, and social skills, postsecondary schooling may prove to be 

challenging environments for autistic youth. Prior research has suggested that many autistic adolescents struggle 

in one or more of these areas (Y.-L. Chen et al., 2022; Ehsan et al., 2018). For example, in 2012, Schaffer et al. 

discovered that the top three obstacles to academic success for autistic students were feelings of 

anxiety/nervousness, procrastination on assignments, and underdeveloped organizational skills(Schaffer et al., 

2021). Similarly, other studies observed anxiety, social skills deficiency, and  coursework management as 

potential barriers to academic success(Accardo et al., 2019; Pilotte & Bairaktarova, 2016). Although adapting to 

the increased academic challenges of postsecondary education may contribute to the disparity in degree 

completion rates of  ASD students, data supports that non-academic factors are likely to have an equally 

significant effect(Reichow & Volkmar, 2010).  

 

In 2023, Whelan et. al. described some of the critical components that result in higher attrition rates for ASD 

students, including difficulty in socializing, as well as sensory challenges [16]. It is critical to address these 

student barriers, to better support ASD students transitioning to postsecondary institutions and for the student’s 

professional development. According to Whelan, these observed ASD barriers generally fall into the categories 

of communication skills (i.e., initiations, responses, maintaining conversations), adaptive behaviors (i.e. 

maintaining on-task behavior, following directions, transitioning), and challenging behaviors (i.e. aggression, 

conflict, inappropriate vocalizations)(Whelan et al., 2023). To ensure success in postsecondary education, ASD 

students require accommodations outside those typically provided for neurotypical students for these barriers to 

be addressed utilizing clinical practices adopted from evidence-based research. 
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ASD Associated Impairments: 

 

Common impairments which stem from the characteristics of autism include under-developed socialization, 

verbal/non-verbal communication deficits, and executive function(Pratt et al., 2017). Higher functioning 

students with ASD may exhibit relatively fewer signs of communication difficulty within casual conversation, 

however, with the more complex and extended interactions that college institutions require, further difficulties 

emerge (Anderson et al., 2019; Wattanawongwan et al., 2022; Wood‐Downie et al., 2021).  

 

Communication skills and speech in ASD students can be described as being very limited or excessive use of 

language, presence of a flat tone of voice, and the repetition of phrases which frequently results in the 

appearance of speaking ‘at’ others as opposed to having a ‘back and forth’ conversation (Hughes-Lynch, 2022; 

Wattanawongwan et al., 2022). A potential consequence of ASD students lacking the full range of perception 

needed to assess and adjust their own communication skills may result in the inability to read emotional affects 

in others[24]. Because communication is a fundamental component to a student's success in STEM programs, 

successful interventions to enhance student communication abilities are essential to ensure success for ASD 

students(Tsai et al., 2020). According to Autism Focused Intervention Resources & Modules (AFIRM) at UNC-

Chapel Hill, current EBP’s recommended to support communication development and speech development in 

ASD students aged 15-22 years old, include Technology-Aided Instruction and Intervention (TAII), Social Skill 

Training (SST), Visual Supports (VS), and Video Modeling (VM)(Steinbrenner et al., 2020). 

 

Executive Functions (EF) are cognitive abilities that enable more goal-oriented and autonomous behavior. ASD 

students have consistently demonstrated EF impairments across many situations, and this is consistent with both 

child and adolescent cohorts(Huang et al., 2020; Rosenthal et al., 2013; Tseng et al., 2020). Adolescent cohorts 

exhibiting specific difficulties with planning, cognitive flexibility and working memory has been frequently 

observed in this demographic group (Craig et al., 2016; Rosenthal et al., 2013). The inability to accumulate 

more than one solution to a problem may be a derivative of inflexible cognitive reasoning. To better serve ASD 

students enrolled in STEM programs, an institution may consider different working memory and EF training 

targets to increase cognitive capacity. Example tasks associated with enhancing EF in ASD students might 

include creating a schedule for improving organizational skills and teaching self-management skills (i.e., goal 

setting, accountability, & deep thinking) are some examples of practices. In addition to STEM, implementing 

these practices early on will serve as a foundation for their future employment and following schooling. 

According to AFIRM at UNC-Chapel Hill, current EBPs recommended to support communication, speech, and 

cognitive development in ASD students aged 15-22 years old, include TAII, VM, VS, Cognitive Behavioral 

Strategies (CBIS), Reinforcement, and Time Delay (TD)(V., Sam, A., Dees, R., 2022). 

 

Method 

 

Applied Behavior Analysis (ABA) based interventions have wide support among the studies identified as 
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evidence-based(Wong et al., 2015). Techniques such as prompting, reinforcement, and other foundational 

behavioral strategies should be considered important components of social communication interventions for 

adolescents with ASD, whether used alone or in conjunction with other practices. Regardless of intervention 

type, almost all evidence-based strategies identified were used in conjunction with other practices. For example, 

improvement of the emotion-regulation and social competency of those with ASD was accomplished by 

implementing a social skills training intervention incorporating behavioral principles such as role-playing, 

verbal prompting, and tangible reinforcement, as well as technology-aided instruction (Beaumont & Sofronoff, 

2008). 

 

First described in 2006, cognitive enhancement therapy (CET) combines computer-based EF training exercises 

with a small group-based social-cognitive curriculum over an 18-month period with 60 hours of computer 

training and 45 group sessions(Hogarty et al., 2006). Subsequent trials by Hogarty & Eack showed significantly 

increased levels of satisfaction, attention, retention, improved cognitions, and social behaviors with ASD 

students (Eack et al., 2013; Hogarty et al., 2006). The authors noted that an advantage of this intervention was 

the emphasis on socialization and group engagement, which provided numerous opportunities for real-world 

practice as well as academic development(Eack et al., 2011, 2013, 2018; Hogarty et al., 2006).  A potential 

curriculum could include a focus on the development of student communication skills in parallel with the 

technical education of core engineering principles using an XR platform and EBPs would have significant 

intellectual benefit for the student, and broader positive impacts for the community. 

 

ASD and Virtual Reality: 

 

Studies report that children with ASD recognize and process emotions more effectively when presented by 

avatars in  VR environments(C.-H. Chen et al., 2016; Dawson et al., 2007; Ip et al., 2018; Lorenzo et al., 2016). 

Once VR experiences are developed, programs and simulations can be used repeatedly and at any time – 

furthermore, ASD students have shown a high level of motivation in utility of VR experiences. Shane in 

2008(Shane & Albert, 2008), and Pennington in 2010(Pennington, 2010), assert that individuals with ASD show 

ease of use of technology, extensive levels of involvement in the experience, and most importantly reduction in 

problematic behavior and interactions. Parsons in 2010(Parsons & Cobb, 2016), and Zhao et. al in 2018(Zhao et 

al., 2018), assert that the interest of individuals with ASD in VR experiences is that they can be part of a 

captivating experience that is difficult or impossible to experience in real life; for example, an individual with 

ASD who is too nervous or anxious to drive may learn easier in a virtual environment(Wade et al., 2014). Pino 

et al.(Pino et al., 2021), Yuan et al.(Yuan & Ip, 2018), and Karami et al.(Karami et al., 2021), assert that 

knowledge and experience gained through VR experiences can have long lasting impact on individuals with 

ASD and can transfer such learned skills to real life experiences. For example, any phobias that individuals with 

ASD may have such as being on a crowded bus or any other negative trigger causing adverse response(Wainer 

& Ingersoll, 2011). Social cognition and emotion recognition simulations were improved significantly using VR 

simulations in 10 sessions across 5 weeks in 8 young adults diagnosed with high functioning ASD(Kandalaft et 
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al., 2013). Overall, VR has been used to simulate complex and challenging social interactions(Kandalaft et al., 

2013; Maskey et al., 2014; Wainer & Ingersoll, 2011).  

 

Furthermore, Frolli et al. asserted that VR experiences can help individuals with ASD achieve social skills faster 

and more reliably with repeated use(Frolli et al., 2022). They further report that VR experiences are in general 

more effective than direct experiences of real life in creating change and improvement in social interactions. 

They further conclude that these essential developments for children with ASD must become a research priority 

area both for researchers and the autism community in general. Overall, there is ample evidence that VR 

experiences are suitable and effective in shaping recognition of primary and secondary emotions. There is a 

need for study of VR experiences in adults in the university environment for social interactions, education, and 

workplace preparedness training. Studies that have used VR in the university environment are scarce but 

necessary based on the existing literature.  

 

AR Curriculum Development for ASD Students: 

 

The use of technology-aided instruction and intervention (TAII) and video modeling (VM) have proven to be 

effective EBPs to support adaptive, academic, vocational, and social skill acquisition and improvement for 

adolescents and young adults with ASD [53]. VM uses recording technology to create a visual demonstration of 

a target behavior or skill for the learner to view and perform the skill [56]. The engineering discipline currently 

employs innovative technology, such as MATLAB and Solid Works, to better design and visualize concepts. 

Augmented Reality (AR) is a next generation tool that further enhances and visualizes complex STEM 

principles juxtaposed over actual persons or objects in the real world. As such, AR has value as a form of EBP 

video modeling for ASD learners(Giuliani & Peri, 2014). AR has previously been used for teaching chain 

tasks(Cihak et al., 2016) and increasing focus and engagement (Bai et al., 2014; Escobedo et al., 2014). It has 

also been shown to increase motivation and enthusiasm along with improved attention and response time 

(Berenguer et al., 2020). Furthermore, research has demonstrated that when ASD students learn problem-

solving skills within the STEM field, those skills often generalize into resolving challenges in natural, “real 

world” settings (J. Kouo et al., 2020; J. L. Kouo et al., 2021). Incorporating EBPs such as TAII and VM into the 

use of AR may further enhance essential adaptive, social, and vocational skill acquisition for ASD students.  

 

Social Engagement: 

 

In addition to visualizing STEM basics, AR and other forms of XR may enhance student involvement by 

encouraging student social engagement. ASD students might use AR technology to engage in group activities. 

Student engagement, when supported by clinical staff and faculty to discuss their user experiences (UX) with 

the AR content, could allow the student to be a proactive part of revising and creating future AR content. 

Further, an opportunity to create a feedback loop as to update the next versions of AR content for the following 

cohorts of students.  Ideally, this engagement can prepare ASD students in creating AR content themselves, via 

critical discussion of existing AR environments, and coding in AR languages to make changes autonomously. 
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AR increases social interaction and emotion recognition (C.-H. Chen et al., 2016; Escobedo et al., 2014; 

Khowaja et al., 2020; Nag et al., 2020)which are critical elements for a ASD student development.  

 

Conclusion  

 

The development of an XR platform for ASD students transitioning to post-secondary institutions possesses 

many potential value propositions, including first, ASD students transitioning from a 2-year post-secondary 

institution to a 4-year institution are well suited to learn technological skills that will help prepare them for the 

higher caliber learning environments they expect to see in the future. Secondly, Allowing ASD students the 

opportunity to engage in structured or un-structured working peer groups with XR can support real-world 

applications for necessary socialization and communication development, and that these types of in-person 

engagements are part of EBP for ASD students in the 18–22-year-old age-group. Third, ASD students engaging 

and critically evaluating XR content may then choose to explore open-source coding opportunities to effect the 

changes in XR program development. These potential real-world engagements all support the growth and 

development in both socialization/communication, and executive functioning skills. Therefore, it is reasonable 

to consider that XR may be a novel tool for students looking to develop social skills and communication ability 

while simultaneously building up technological knowledge witha novel and emerging technology.   
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